Tropic feedback and carrying capacity of Pacific salmon (Oncor hynchus spp.) on the high seas of t...

Aydin, Kerim Yunus

ProQuest Dissertations and Theses; 2000; ProQuest Dissertations & Theses (PQDT)

pg. na

INFORMATION TO USERS

This manuscript has been reproduced from the microfiim master. UMI films
the text directly from the original or copy submitted. Thus, some thesis and
dissertation copies are in typewriter face, while others may be from any type of
computer printer.

The quality of this reproduction is dependent upon the quality of the
copy submitted. Broken or indistinct print, colored or poor quality illustrations
and photographs, print bleedthrough, substandard margins, and improper
alignment can adversely affect reproduction.

in the unlikely event that the author did not send UMI a complete manuscript
and there are missing pages, these will be noted. Also, if unauthorized
copyright material had to be removed, a note will indicate the deletion.

Oversize materials (e.g., maps, drawings, charts) are reproduced by
sectioning the original, beginning at the upper left-hand comer and continuing
from left to right in equal sections with small overlaps.

Photographs included in the original manuscript have been reproduced
xerographically in this copy. Higher quality 6° x 9 black and white
photographic prints are available for any photographs or illustrations appearing
in this copy for an additional charge. Contact UMI directly to order.

Bell & Howell Information and Leaming
300 North Zeeb Road, Ann Arbor, Ml 48106-1346 USA
800-521-0600

®

UMI

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Trophic Feedback and Carrying Capacity of Pacific
Salmon (Oncorhynchus spp.) on the High Seas of the
Gulf of Alaska

by

Kerim Yunus Aydin

A dissertation submitted in partial
fulfililment of the requirements for the
degree of

DOCTOR OF PHILOSOPHY
University of Washington

2000

Program Authorized to Offer Degree:

Aquatic and Fishery Sciences

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



UMI Number: 9995337

Copyright 2000 by
Aydin, Kerim Yunus

All rights reserved.

®

UMI

UMI Microformn 9995337

Copyright 2001 by Bell & Howell Information and Learning Company.

Al rights reserved. This microform edition is protected against
unauthorized copying under Title 17, United States Code.

Bell & Howell Information and Leaming Company
300 North Zeeb Road
P.O. Box 1346
Ann Arbor, Mi 48106-1346

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



© Copyright 2000

Kerim Yunus Aydin

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



In presenting this dissertation in partial fulfiliment of the requirements for

.the Doctoral degree at the University of Washington, | agree that the
Library shall make its copies freely available for inspection. | further agree
that extensive copying of the dissertation is allowable only for scholarly
purposes, consistent with “fair use" as prescribed in the U.S. Copyright
Law. Requests for copying or reproduction of this dissertation may be
referred to Bell and Howell Information and Learning, 300 North Zeeb
Road, Ann Arbor, MI 48106-1346, to whom the author has granted "the
right to reproduce and sell (a) copies of the manuscript in microform
and/or (b) printed copies of the manuscript made from microform."

Signature / é‘ ?\j\v

Date 0€C /O 4 D-OOO

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



University of Washington
Graduate School

This is to certify that | have examined this copy of a doctoral dissertation by
Kerim Yunus Aydin
ar{d have found that it is complete and satisfactory in all respects,

and that any and all revisions required by the final
examining committee have been made.

Chair of Supervisory Committee:

\Ztlrr‘; C -g‘\ﬂm’) -

Dr. Robert C. Francis

Reading Committee:

XA&@Z&\,«MQ/ W. My

Dr. KatherlneW ﬁyers

Wi %

Dr. Walton WA {ckhoff

Date: DGC /OJ, 2000

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



University of Washington
Abstract

Trophic Feedback and Carrying Capacity of Pacific
Salmon (Oncorhynchus spp.) on the High Seas of the
Gulf of Alaska

by Kerim Yunus Aydin

Chairperson of the Supervisory Committee:
Professor Robert C. Francis
Department of Aquatic and Fishery Sciences

In this dissertation, | examine the ocean feeding patterns of several species of
Pacific salmon (Oncorhynchus spp.) in the offshore waters of the Gulf of Alaska. My goal
is to provide an appropriate context for comparing the relative effects of environmental
variation and density-dependence on post-juvenile salmon “carrying capacity” in the
northeastemn Pacific Ocean. This will aid in assessing the role of inter- and intra-specific
competition with increasing levels of artificial stock augmentation and climate change. |
show how temporal and spatial variation in salmon food resources determines the
variation in an individual salmon's growth in this region, and argue that interannual
changes occur not only in the quantity of food available to salmon, but also in the
structure of the food web itself. ’

My approach combines field sampling of salmon food habits with bioenergetics
models, foraging models, climate data and historical records of salmon size from many
North American salmon stocks. The results suggest that (1) the winter prior to
maturation is a critical time for salmon competitive interactions; (2) small differences in
salmon body size observed immediately after this winter period may be magnified though
trophic feedback, whereby the ability to capture large, energy-dense prey items is limited
by slow growth rates; and (3) several of the previously-reported relationships between
climate (especially sea surface temperature) and adult salmon growth may be traced to
long-term- biogeographic variation in microﬁektonic squid, especially Bemyteuthis
anonychus, a possible keystone species in the North Pacific Ocean.
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-1 Dissertation outline and summary of results

1.1 Infroduction

In this dissertation, | examine the ocean feeding patterns of several
Pacific salmon species (Oncorhynchus spp.) in the offshore waters of the Guif
of Alaska (Figure 1.1). My goal is to provide an appropriate context for
comparing the relative effects of environmental variation and density-
dependence on post-juvenile salmon “carrying -capécity” in the northeastern
Pacific Ocean. | show how temporal and spatial variation in salmon food
resources determines the variation in an individual salmon’'s growth in this
region, and argue that interannual changes occur not only in the quantity of food
available to salmon, but in the structure of the food web itself.

In the following chapters, | combine data on salmon food habits, physical
oceanography, prey distribution and abundance, saimon abundance, body size,
and growth rate, into a synthesis of salmon feeding opportunities across
multiple trophic levels, environmental conditions, time, and space. My primary
focus is on measuring and modeling actual mechanisms of predator/prey
interaction, in order to determine the range of natural variation of each individual

factor that contributes to salmon growth as a whole.

| confine my study to the four most abundant species of Pacific salmon in
the North Pacific Ocean: sockeye salmon (O. nerké), chum salmon (O. keta),
pink salmon (O. gorbuscha) and coho salmon (O. kisutch). The first three of
these species made up 97% of total North Pacific salmon numbers in the 1990s
(Rogers 1999), and as such have the greatest potential for affecting other
species in the ecdsystem. As coho salmon feed on a higher trophic level, they
are included as a counterpoint to the other three more zooplanktivorous
species. Chinook salmon (O. fshawytscha) and steelhead (O. mykiss) were not
sampled in high enough numbers to be included in these analyses.
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The total abundance of Pacific salmon has increased since the late
1970s, and current numbers are the highest in recorded history (Figure 1.2).
The last twenty years have been a time of change, both for environmental
factors such as climate, and for human interactions within the écosystem such
as fishing, hatchery releases, and the potential effects of global warming. - The
large-scale change in salmon populations, in 'combination with the increasing
availability of environmental and experimental data, means that now is a good
time to examine the carrying capacity of salmon with respect to its high seas

environment.

This dissertation focuses on the post-juvenile body weight increase of
individual salmon, from their first autumn and winter at sea through the spring
and summer of their maturation year. Salmon begin their high seas life at a
minimum body weight between 100-200 g, and end with body weights between
1000-5000 g or more, depending on species. For pink and coho salmon, this
size range represents fish from the winter to the summer of their maturation
year, for chum and sockeye salmon, it represents immature and maturing fish
who have spent between one to five years in the ocean (ocean age .1+).

My approach is to examine the scales and variations in the structure and
function of the northeast Pacific pelagic food web and their effects on the
growth of salmon in offshore waters. | hope that the resuits lead to a clearer
picture of variation in salmon carrying capacity in the North Pacific.

1.2 Scales of the study

Figure 1.3 shows a conceptual model of cause and effect underlying a
individual salmon’s body growth at sea. The “final” body weight of returning
salmon (lower right box) is the direct result of cumulative day-to-day
(“instantaneous”) growth _throughout its lifetime. Final body weight is connected
to ocean conditions through a web of cause and effect which operates on
multiplé scales of time and space. There are four broad scales of interaction
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which are considered in this disserfation: (1)-local, or “instantaneous,” (2)
seasonal, (3) annual, and (4) long-term, or “interannual.”

The instantaneous scale of interactions, the heart of the relationship
between a salmon’s growth and its environment, is shown by the bold arrows in
Figure 1.3. Two categories of “direct” factors are shown to be controlling
instantaneous growth rates. Abiotic water conditions, such as temperature or
circulation patterns, may influence salmon growth by creating habitat which is
physiologically suited or unsuited to a particular salmon. Local prey abundance
affects the amount of food a salmon may find in a given day, and the effort
required to find that food. Additionally, prey distribution may be affected by
local abiotic conditions. The relative importance of each possible pathway of
cause and effect is the main theme of Chapter 4.

The seasonal scale is perhaps the most difficult to examine, as the scale
is dominated by feedback loops, by which variation in instantaneous growth
early in a salmon’s life may translate into a greater variation later in life.
Feedback loops lie at the heart of density-dependence and carrying capacity: a
feedback locp is a fundamental way of modeling an organism’s effect upon
itselff. A feedback loop may be either self-promoting (positive), leading to
exponential growth, or self-regulating (negative), leading to a limit, or “carrying
capacity.” Acting to modify rates of instantaneous growth, feedback loops make
insfantaneous growth into both a cause and an effect.

As | discuss in Section 2.4, the scale of the season is the scale on which
carrying capacity matters for salmon. Seasonal scale interactions are shown by
the solid lines in Figure 1.3, and three feedback loops, labeled A-C, are
identified. The first loop, labeled A, is the connection between juvenile
population size and mortality, and is thought to be the main factor in
determining the population size (in numbers) of salmon stocks. | do not directly
consider this feedback loop in the dissertation, although | review it in Chapter 2.
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In general, salmon numbers, as determined by juvenile processes, are taken as
external inputs to this dissertation’s models of adult salmon growth.

The second feedback loop (B) is between salmon body weight and its
diet ontogeny. Specifically, | focus on a “trophic triangle” in the offshore Gulf of
Alaska (Figure 1.4) between salmon, zooplankton, and micronekton, primarily
squid. The diet shift itself, as a function of body weight for each salmon
species, is examined in Chapter 3 using a combination of new and historical

data sources.

The importance of this trophic triangle lies not in its form, but in its
variation. Due to the technical difficulty of sampling micronektonic species such
as small squid, the geographic and temporal variation of this food web has been
noted but not well-explored (LeBrasseur 1972; Pearcy et al. 1988). Conducting
-such an exploration, whether throdgh sampling or modeling, yields information
on the surprising and sometimes subtle dynamics of salmon growth both within
and across seasons. One of my main conclusions is that existence and
variation of an intermediate trophic level of micronektonic squid and, to a lesser
extent, myctophids may be the single largest source of variability in maturing
salmon feeding and growth in the northeastern Pacific.

As a prey item for and competitor with salmon, micronektonic squid have
a tremendous potential for affecting salmon production. Yet technological
difficulties have prevented any assessment of this important prey from being
conducted. Micronekton are little understood, because of their lack of direct
commercial value and the difficulty inherent in trying to sample organisms that
are neither stationary enough to be caught in zooplanktori nets nor large
enough to be caught in commercial gear. Squid are especially hard to sample
‘as their rapid swimming speed makes them difficult to catch in most trawls. But
the combination of rapid grth and high food quality—the functional equivalenf
of anchovies in upwelling systems—doubly emphasizes their importance in
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determining the carrying capacity of other species. Chapter § tackles the
feedback loop between predator and prey abundance, labeled (C) in Figure 1.3.
Food web control may be neither top-down nor bottom-up, but rather middle-
out. The models presented in Chapter 5 attempt to focus on the rate-controlling

elements within this loop.

The nature of salmon predation makes it imp;)rtant to count micronekton
in general, and squid in particular, as a distinct prey group in the Gulf of Alaska.
As they grow, they shift from being competitors with squid to being predators on
squid (Figure 1.4). This single adjustment in the food web, creating a situation
known in the literature as “intraguild” predation, creates a much more
complicated model than does one with a single predator and prey (Rice 1995).
In such a relationship, the biological feedback between small salmon and squid,
squid and zooplankton, and large salmon and squid, may account for previous
observations that suggest that in spite of the presence of an abundance of
zooplankton in the open ocean, salmon show density-dependent growth,

indicating substantial competition for food.

Most previous studies of salmon ocean growth have been conducted on
the annual scale, between the three double-lined boxes in Figure 1.3: adult
salmon body weight, salmon numbers, and. specific abiotic conditions,
especially sea surface temperature (SST). The yearly scale has been
examined most often in past studies because the annual retumns of salmon to
coastal fisheries and freshwater spawning grounds has been the subject of the
most intensive measurements and management efforts.

Negative correlations between body weight and annual salmon return
numbers are considered to be evidence of density-dependence in salmon
growth.  Similarly, correlations between body weight and an index of
environmental conditions are often considered to be evidence of that factor's
direct importance in determining salmon growth. However, as Figure 1.3
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shows, there are many mechanistic steps between the measured annual
quantities and final salmon body weight. Correlations are useful as a method of
predicting body weights or retumn numbers, providing the mechanisms
determining the relationships are accurate, and do not vary from year to year.

However, density-dependent relationships may change with other
environmental conditions. As discussed in Chapter 5, new models of
instantaneous growth rate predict nonlinear changes in the relationship between
salmon numbers and growth rates with changing water temperature.

On the largest scale, long-term changes in abiotic or biotic conditions
such as climate change or species invasions, occur over multiple years. The
connection between long-term changes and the rest of the ecosystem is shown
by the dashed arrows on the left of Figure 1.3. The long-term changes, or
"regime shifts,” occur across entire ecosystems and affect annual abiotic
conditions, local and annual prey abundance, and conditions which may
determine the total growth of salmon from year to year.

1.3 Outline and summary of results

Chapter 2 is a review of previcus studies of links between salmon
growth, salmon numbers, and the environment. In Section 2.2, | review the
oceanographic characteristics of the Gulf of Alaska, and discuss the circulation
and physical driving forces which shape the pelagic ecosystem. [ focus on
factors that may control the biology of the surface layer, such as mixed-layer
depth, eddies, and upwelling. | review the types and frequencies of variation
occurring on interannual time scales, from decadal-scale regime shifts to El
Nifio/Southern Oscillation (ENSO) cycles and possible long term changes such
as global warming. In Section 2.3, | review the seasonal cycle of primary, and
secondary production in the region, and review the available data and extensive
modeling efforts which have examined the mechanisms of production on lower
trophic levels.
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In Section 2.4.1, | review the history and formulations, both conceptual
and mathematical, of carrying capacity in the context of a species or ecosystem.
Specifically, | ask: under what conditions is it meanir{gful to discuss a species’
carrying capacity, and under what conditions can it be measured? Is correlation
between numbers and growth enough to show density-dependence? Wil
metrics of carrying capacity be based on historical trends or other indices, such
as primary production? Are such measurements applicable to' salmon in
particular? | attempt to place the concept of a single species’ carrying capacity
in the context of ecosystem stability and evolution as a whole.

In Section 2.4.2, | review some of the historical trends in salmon
production and the research that has made individual salmon growth an
important management issue. | emphasize the previous correlations which
have been used to explain measured variations in survival and growth in the
juvenile and adult ocean phases of the salmon’s life cycle. The aim is to review
evidence linking salmon production to the biological and physical state of the
pelagic ecosystem.

Chapters 3, 4, and 5 present the bulk of my original research. The focus
- of this research is on the mechanistic links that control adult salmon production
in the northeastern Pacific In particular, | try to bridge the gap between
instantaneous interactions and annual salmon growth through models of
predator/prey feedback loops on a seasonal scale. The chapters themselves
focus on the data used in creating conceptual and mathematical models as well
as on the models’ results. Some of the more detailed mathematical derivations
of the bioenergetics, foraging and trophic models used in Chapters 3-5 are
found in the Appendices. '

Chapter 3 begins by briefly describing salmon prey guilds in the Gulf of
Alaska, and reviews the available biological data on the life histories of the
micronektonic squid found in salmon stomachs. The species found in this
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region are primarily a species of gonatid squid, Berryteuthis anonychus, and the
biogeography of this species is reviewed in Section 3.3. In Section 3.4, |
discuss the use of General Additive Models (GAMs) to measure squid species’
abundance in the environment using data obtained from salmon stomachs. The
models are calibrated using data from over 11,000 pink, sockeye and coho
salmon stomachs collected between 1956 and the 1998. Thé results,

presenting in Section 3.5, serve two purposes: .

1. They provide a quantitative fu;'lctional form for the change in diet of pink,
sockeye and coho salmon as they grow (Figure 1.5). Most pink salmon
in the Gulf of Alaska achieve the body weight to make this dietary
transition during the spring of their maturation year (ocean age .1), while
most sockeye make the transition during the spring of their ocean age .2
year. Making this transition greatly increases a salmon’s potential for
growth rate when micronektonic squid are present in the ocean

environment.

2. The results remove this size- and species- dependent feeding response
to find a formula for a “predator-independent” measure of squid density.

Chapter 4 describes the analysis of data from a series of July cruises
conducted aboard the Japanese T.S. Oshoro maru between 1994-98. During
these cruises, data collection included salmon stomachs, zooplankton, salmon
catch rates and oceanographic conditions.

Section 4.2 examines the relationships between oceanographic
conditions, zooplankton and squid abundance, and salmon feeding, distribution
and body size. | discuss direct linké with environmental facfors such as sea
surface temperature, eddies, and the position of regional oceanographic
boundaries. Squid presence is correlated with a composite of oceanographic
conditions, including lower sea surface temperatures and weaker seasonal
thermoclines. An examination of squid densities measured from salmon
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stomachs reveals a precipitous decline in squid density from south to north
along 145° W. Interannual variation in the latitude at which this decline occurs

is correlated with the latitudinal July sea surface temperature minimum, which
may be associated with the center of the Alaskan Gyre (Figure 1.6).

South of the July sea surface temperature minimum, surface waters are
influenced by the West Wind Drift and are generally cooler, less stratified, and
contain a.high abundance of squid in the diets of all -salmon except chum.
North of the minimum, surface waters are warmer and more stratified, and squid
is replaced in salmon diets by less energy-dense zooplankton. Zooplankton net
sampling indicates that summer zooplankton densities are higher in the north
and lower in the south. The latitude of the temperature minimum varies from

year.

In Section 4.3, the Oshoro maru data are used to perform a sensitivity
analysis of a bioenergetics model of individual salmon growth. The purpose of
this analysis is to determine, on a local scale, which of the bold arrows in Figure
1.3 is responsible for the most variation in growth: the direct link between the
abiotic environment and salmon growth, or the indirect link through variation in
prey.

I show that within the range of sampled variation, prey availability was
the most 'signiﬁcant factor influencing growth, while water temperature was the
second. In regions of high squid density, south of the July SST minimum,
growth is higher for the “squid-eating” species and size-classes of salmon
(Figure 1.7). Feeding in this region may be rich enough that 1-2°C increases in
SST may improve salmon growth locally, as increased metabolic activity is a
boon if food is plentiful. This counterintuitive result may not hold as salmon

migrate through poorer waters.

Previous studies of salmon growth found negative correlations between
sea surface temperatures in the center of the Gulf of Alaska and the adult body
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size of some salmon stocks. Furthermore, researchers have projected a
substantial decrease in viable salmon habitat in some scenarios of future global
warming. However, the link between squid and July SSTs suggests another
explanation. It is possible that sea surface temperatures measured at a single
geographical location are, in current and past oceanic regimes, partially
correlated with changes in ocean circulation, and thus with changes in prey

abundance.

As evidenced by the diets of othgr fish species, micronektonic squid '
distribution in the summer extends further south in the ocean than salmon
distribution. Thus, there is a range of overlap between salmon and squid.
Within the region of overlap, squid densities do not vary significantly from year
to year. However, the total area of the overlap varies signiﬁcantly.

If a 13°C SST is used as the limit to the southern distribution for sockeye
saimon in the northeastern Pacific, the area of squid-salmon overlap can be
computed as the area between the 13° isotherm in the south and the
temperature minimum in the north (Figure 1.8). In Section 4.4, for the years
1954-98, | compute the total ocean area of squid/salmon overiap between these
two boundaries and the eastern and western edges of the Alaska Gyre.

The total area of proposed dietary overlap varies between a high of 4.2
million square kilometers in 1971 and a low of 1.9 million square kilometers in
1997. It shows a strong negative correlation (r=0.9) with sea surface
temperatures used in previous analyses of salmon body sizes. Moreover, a
comparison with 41 time series of salmon body size in Section 5.4 suggests that
there is a stronger relationship between the overlap area and body size than
there is between temperature and body size. This relationship becomes
especially strong in the 1980s, during the period of high salmon numbers and a
low dverlap area (Figure 1.8).
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Further, my analyses suggest salmon body length has é stronger
(negative) relationship with salmon numbers than with squid overlap area, while
salmon body weight has a stronger relationship with overiap area. Since weight
growth is greatest in the summer months immediately prior to maturaﬂon, this
suggests that density-dependence may be a stronger force prior to summer, i}x
the winter and early spring. During the summer on the open ocean,
environmental variation in prey distribution is probably more important than
den;sity-dependence. Oceanographic conditions in the summer affect salmon

growth both directly and indirectly.

Chapter 5 concludes the dissertation by combining the bioenergetics and
trophic models from the preceding sections. Section 5.2 further emphasizes the
importance of winter growth by comparing the quantitative differences in winter
and summer food webs. Using historical zooplankton and salmon data, |

“suggest that the winter is the time of year during which salmon must forage
more extensively for food, despite low growth rates during this period. This
suggests that density-dependent effects are most likely to occur during winter

months at sea '(Figure 1.9).

In Section 5.3, | present bioenergetics models which follow saimon
during their final season. The models are the first to include ontogenetic diet
changes in North Pacific salmon growth. They show that the period immediately
prior to this feeding transition, winter and early spring, is especially critical to
salmon growth. As shown in Figure 1.10, a small difference in winter body
weights resulting from limited forage may be amplified into large differences by
the summer. A 10% difference in an individual salmon’s body \iveight at the end
of winter may translate into a 50% difference in its body weight at the end of
summer, as the initial difference in body weights will delay the salmon fromi
reaching a large enough size to catch squid.
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Winter is a period of time when (1) saimon ocean ranges may be most
limited, (2) mesozooplankton production is low, (3) both fish and micronekton
are eating zooplankton and (4) the ranges of pink and sockeye from"Russia,
Bristol Bay, central Alaska, southeast Alaska, British Columbia and Washington
State show the most overlap (Myers et al. 1996). Hence it is probably ‘during
this time that between-stock density-dependent prey limitation takes place.

In Section 5.3, | revisit the relationship between density-dependence and
water temperature. Water temperature is an important physiological factor in
determining salmon growth. However, rather than linearly increasing or
decreasing growth rates, it may interact with foraging efficiency to change the
nature of the density-dependent growth curve in a nonlinear manner (Figure
1.11).

Finally, in Section 5.4, | outline a conceptual model of factors that control
maturing salmon growth in the NE Pacific. The model unites density-dependent
growth (competitibn), direct environmental effects on growth (such as the link
between physiologicél processes and water temperature), and environmental
and geographic effects that control prey type and abundance (Figure 1.12). |
discuss other recent research applicable to carrying capacity, such as life
history modeling, behavioral and seasonal timing issues, and issues of
physiological control of growth. | discuss the possibility that small squid are a
“keystone” species—highly productive, and at times showing negative'
correlations with zooplankton densities and positive correlations with salmon
growth. .

The conceptual model of Figure 1.12 differs from previous models of
- salmon carrying capacity in that it suggests that the critical period of density-
dependent growth occurs in the winter for pink and ocean age .2 sockeye

salmon, rather than in the final weeks of their summer homeward migration. An

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



13

important component of this model is the quantification of the ontogenetic shift
of pink and sockeye salmon diets from zooplankton to micronektonic squid.

Pink salmon will be most strongly affected by this density-dependence,
due both to their high numbers and their need to obtain their final size during a
single year at sea. Maturing ocean-age .2 sockeye would be affected as well,
yet the timing of their maturation decision, if occurring in the late winterls‘pring or
the previous fall (Thorpe et al. 1998), may mitigate density-dependence. Coho
salmon and older sockeye salmon, which feed at a higher trophic level, may be
limited by the abundance of squid as described below, but not as influenced by
winter density-dependence. Chum salmon density-dependence has not been
quantified, due to their high digesﬁon rates, distinct feeding mode, and
unidentifiable nature of some of their prey in samples.

While the trophic triangle of intraguild predation may be hard to untangle,

- | present some predictions from the combination of food web variation and

climate in Section 5.4—these predictions are shown in Table 1.1. If squid and

zooplankton densities are independent, the presence of squid will determine

whether or not the ontogenetic feedback loop exists, and therefore whether

density-dependence is strong or weak in the population. This loop is further
modified by environmental temperature. '

This research should be taken as an outline for further study, especially
with respect to the importance of micronekton to the production of commercial
fish. Any confirmation of this work beyond models cannot take place -without
further sampling. Further work should extend models of the squid and salmon
overlap to examine its importance further to the west, especially as more data
becomes available along 165°W and 180° transects. Moreover, to confirm
these results, it is important to begin a sampling program for micronektonic
squid in conjunction with saimon food habits studies.
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The ocean growth of Pacific salmon varies substantially by stock,
species, and region. However there are common factors affecting growth on
the scale of multiple years across the entire North Pacific. My results suggest
that the carrying capacity for salmonids, as expressed through lower growth
during periods of high abundance, may arise through a complex array of abiotic
and biotic factors occurring on multiple scales. Hopefully the models and
analyses presented here will show how components of the pelagic food web

affect the population ecology of Pacific salmon.
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Table 1.1. Predicted differences in instantaneous ocean growth rates of maturing pink and
ocean age .2 sockeye as the result of changing environmental conditions. “Low”
and “High” represent the extremes of natural variation measured in the offshare
Gulf of Alaska. This model assumes that squid densities, zooplankton densities,
and ambient water temperatures vary independently (From Chapter 5).

Summer squid density

Low High
Poor overall growth, Poor overall growth, density
Low density-dependence dependence strong
Winter-Spring weak
zooplankton density Medium overall growth, High overall growth, density
High density-dependence dependence strong
weak
. A steeper density-dependent growth slope will occur at higher
E‘f‘f;c':l:::;:?g{t water temperatures. At low salmon densities, fish may be larger at
water temperature higher water temperatures than at lower water temperatures, while
(upper 50:1) at high salmon densities, fish may by smaller at higher water

temperatures and larger at lower water temperatures.
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Figure 1.1. Study area in the “offshore” Gulf of Alaska. The portion of the northeastern
: Pacific Ocean covered in this study is defined by the continental shelf break
(1500 m isobath). Shallower shelf areas are shown in black. This area hereafter
shall be known as the offshore waters of the Gulf of Alaska. This geographic
boundary lies closer to shore than the area defined by the legal definition of high
seas, which covers any areas outside the 200-mile jurisdiction of a country.
Contour lines and shading indicate bottom depth: white dashed lines indicate the
southern and western borders of the study area.
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Figure 1.2. Number of salmon returning to North Pacific (Asian and North American) fisheries
and spawning grounds between 1951-1997 (Rogers 1999).
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Figure 1.3. Conceptual model of cause and effect underlying relationships between salmon
adult body size and ecosystem conditions. Arrows indicate the hypothesized
directions from cause to effect. Letters indicate feedback loops. Arrow and box
patterns differentiate chapters in the dissertation as follows: Chapter 2, dashed
arrows and loop ‘A’; Chapter 3, dotted arrows and loop ‘B’; Chapter 4, bold
arrows; Chapter 5, solid arrows and loop ‘C'.
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Figure 1.4. An important trophic triangle in the offshore Gulf of Alaska. Coho salmon feed at
the higher trophic position in this triangle, feeding primarily on squid. Pink and
sockeye salmon occupy a middle ground, feeding on zooplankton at smaller
sizes (<1000g), and increasingly on squid as they grow larger. Chum salmon
feed on zooplankton, and also find a major prey resource in gelatinous species.
(From Chapter 3).
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Figure 1.5. Adjusted logistic response of micronektonic squid in salmon diets as a function
of the body weight of pink salmon (solid line), sockeye salmon (dotted line) and
coho salmon (dashed line). An increasing logistic response indicates an
increasing probability that a salmon feeds on squid. Grey boxed areas show
pointwise standard errors. Results are from a general additive model and
compensate for environmental factors. While the body weight dependence is
similar for all available months of data, most pink salmon make the transition to
squid feeding in the spring of their maturing year, while most sockeye make the
transition in the spring of their ocean age .2 year (From Chapter 3).
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Figure 1.6. Sea surface temperature and squid distribution. Sea surface temperatures for
July are shown with squid densities as measured from salmon stomachs, 1993-
1998. Sea surface temperatures are colors, squid densities are circles. Large
black circles indicate squid densities significantly higher than average, and large
white circles indicate squid densities significantly lower than average. The
northern solid line shows the July latitudinal temperature minimum in the Alaskan
Gyre, which has a high correlation with the latitude at which squid densities
switch from above average to below average. The southern solid line shows the
13°C isotherm which has been proposed as the southern temperature maximum
for sockeye salmon in July (From Chapter 4).
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Figure 1.7.  Difference in modeled growth rates for salmon, as a function of bady weight, in
“high” squid and “low” squid regions, 1994-98 (From Chapter 4).
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Figure 1.8. Salmon size vs. overlap with squid, 1982-97. (A) Standardized anomalies of
body weights for seine-caught sockeye saimon in three British Columbia
statistical areas which predominantly catch Fraser River fish. (B) Standard
anomalies of area of overlapping distribution of squid and salmon, as calculated
by the distance enclosed each year by 141°W-163°W on the east and west, the
Alaska Gyre sea surface temperature minimum on the north, and the 13°C sea
surface temperature isotherm on the south. Correlations between the area of
overiap and body weights are between R=0.63-0.65 for all body weights shown
(From Chapter 4).
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Figure 1.9. Total surface area of ocean at Ocean Station P (50°N, 145°W) which must be
emptied of mesozooplankton to support the average growth of a single salmon,
based on historical monthly mean values of zooplankton densities and salmon
body weights. Ocean age and maturity status (mat or imm) are indicated for the
salmon in the final (rightmost) July (From Chapter 5).
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Figure 1.10. Predicted consumption rate and growth trajectory for maturing pink salmon, April-
September, assuming a body-weight dependent foraging rate for squid as
suggested in Figure 1.6. The only difference between the two runs is a 10%
difference in April body weight (From Chapter 5).
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Index of saimon abundance

The maximum instantaneous (daily) growth rate of a 1500g pink salmon as a
function of increasing competition for food, as calculated by bioenergetics
modefing for a range of ambient water temperatures, “Competition” is
proportional to (predator density/prey density). The caloric value of the prey is
assumed to be fixed (From Chapter 5).
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Figure 1.12. A conceptual model of density-dependence vs. environmental control of growth
for salmon from winter to summer. For pink and some sockeye saimon, density
dependence (food competition) may be strongest in the winter, although sockeye

may respond to density dependence by delaying maturation.

indicate influences on salmon growth, with size of arrows proportional to the
importance of each influence in determining final body weight (From Chapter 5).
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2 Physical and biological variability in the northeastern

Pacific Ocean and the concept of carrying capacity

2.1 Introduction

Chapter 2 reviews the physical properties of the northeastern subarctic
Pacific Ocean, its planktonic food web, long term climate variation and its
effects on Pacific salmon prey, and previously-reported relationships between
climate, salmon population size, salmon survival, and adult salmon body
.weights (Figure 2.1). The discussion aims to pinpoint the proper scales of time
and space on which to examine the poésible density-dependent growth of adult
salmon in the open ocean.

Section 2.2 reviews the oceanographic features, frontal zones, and
seasonal cycle of the subarctic Pacific, and briefly describes the atmospheric
driving forces which determine many of its physical properties. | also
summarize current research on the longer time scale changes in Pacific

physical conditions.

Section 2.3 reviews the biogeography of the Guif of Alaska’s pelagic
ecosystem by describing (1) the seasonal cycle of major lower trophic level
fauna which characterize the oceanographic region, and (2) some of the
hypotheses linking long-term physical changes to observed variation in the
planktonic food web. The purpose of this summary is to set the stage for
examining the mechanisms that link long-term physical and planktonic variation
to variation in the production of Pacific salmon throughout the region.

Section 2.4 reviews studies of the long-term trends of salmon production
in the region, and discusses past studies in terms of the idea of ocean carrying
capacity. The goal is to narrow the broad concept of “carrying capacity” into the
study of specific processes accounting for variation in salmon growth and
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survival, and to determine if “carrying capacity” is a meaningful quantitative term

in the detailed study of a species or ecosystem.

2.2 Long term variation in physical systems of the North
Pacific

Atmnospheric circulaﬁon divides the North Pacific into two major latitudinal
regions: a subtropical domain dominated by the clockwise-rotating Central
Subtropical Gyre (shaded southern region in Figure 2.2), and a subarctic
domain dominated by the counterclockwise-rotating Subarctic Gyre (shaded
northern region in Figure 2.2). Between the subtropical and subarctic domains
lies a broad band of eastwardly-moving waters known as the Transition Zone.
Within the Transition Zone, the Subarctic Boundary separates subtropical and
subarctic waters (Table 2.1; Dodimead et al. 1963; Uda 1963; Favorite et al.
1976).

The Subarctic Gyre is pinched at its longitudinal center by the Aleutian

Islands, which causes recirculation of its waters into two sub-gyres: the Western

Subarctic Gyre (‘A’ in Figure 2.2) and the Alaska Gyre (‘B’ in Figure 2.2).

Eastern and western circulation is further divided' by the Emperor Seamount

Chain, extending north-south along 170° E for 2500 km (Favorite et al. 1976).

. The two subarctic gyres are biologically distinct, supporting different species
' and production patterns from plankton through salmon (Beamish 1999). The
majority of the work in this dissertation concerns biological production in the

Alaska Gyre and its boundary regions.

The characteristics of the transition between subtropical and subarctic
waters can be seen in temperature and salinity profiles along the three
north/south transects shown in Figure 2.2 (Figures 2.3-5). In the subtropical
domain, low precipitation, evaporation, and high thermal input create a
temperature-stratified surface layer (mixed layer), in which the higher
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temperature of the surface layer allows more saline water to sit on top of less
saline water (shown as dark gray surface waters above 35.0%. salinity on the
southern end of the transects in Figures 2.3c-2.5c). The thermocline exists
year-round, shallowing to its minimum depth in the summer and deepening to
its maximum depth in the winter (Figures 2.3a,b—2.5a,b; Longhurst 1998).

In the subarctic domain, on the other hand, lower thermal input and large
freshwater ihput gives the water column a salinity-stratified surface layer, in
which low salinity at the surface allows colder water to sit on top of warmer
water (shown as dark gray surface waters below 33.0%o salinity on the northern
end of the transects in Figures 2.3c-2.5c). While a shallow (30-60m)
thermocline appears in the water column in the summer, winter mixing is
permanehtly limited by a salinity gradient (halocline) at 100-300 meters depth
(Figure 2.3a,b-2.5a,b). A comparison of Figures 2.3c and 2.5¢c shows that the
north/south extent of the Alaska Gyre is greater than that of the Western
Subarctic Gyre, due to the geography of the basins. -

The limitation of deep mixing creates productive conditions in the Alaska
and western Subarctic Gyres, and they have been likened to year-round
estuaries, in which organic nutrients are held at the surface by the salinity-
induced density gradient (Tully 1965). In addition, a combination of upwelling at
the center of the gyre and deep. water moving upward as it hits the continental
shelf brings cold, nutrient-rich waters from below 1000m to the surface in winter,
and to just below the seasonal thermocline in summer (shown as the rising of
the shaded 4°C isotherm in Figures 2.3a,b-2.5a,b; Van Scoy 1991). This
“plateau” of shallow cold water stretches across the subarctic region and is
cailed the Ridge Domain (Favorite et al. 1976). As seen by comparing Figures
2.3a,b and 2.5a,b, the Ridge Domain feature is stronger and shallower in the

western Pacific and weaker in the east.
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The transition between subtropical and’ subarctic water types is not
constant in time and space. Rather, the Transition Zone consists of a series of
horizontal temperature and salinity fronts, visible in the upward tilting isolines of
temperature or salinity (Table 2.1 and unshaded areas between 33.8-34.6%o
salinity in Figures 2.3c-2.5c). A salinity front between 34.6-35.0%0 salinity
stretches across the Pacific and forms the Subtropical Frontal Zone, separating
subtropical waters from the Transition Zone (southern shaded areas in Figures
2.3c-2.5¢c). A second front between 33.0-33.8%. salinity defines the Subarctic
Frontal Zone (Roden 1991). ‘

Frontal structures are generally stronger in the western North Pacific, at
the confluence of the warm Kuroshio Current and the cold Oyashio Current.
The movement of these waters from west to east propagates the fronts across
the Pacific (Roden 1991; Zhang and Hanawa 1993; Yuan and Talley 1996;
Dinniman and Rienecker 1 999). Within these frontal zones, convoluted
individual fronts exist which vary, meander and shed eddies (Roden 1991). The
width and latitudinal position of the main fronts may be also be subject to

substantial variation (Yuan and Talley 1996).

The broad band of easterly-moving waters which feed the northeast
Pacific have variously been called the Subarctic Current, the North Pacific
Current, or the West Wind Drift. At times, multiple names are used, typically
with the North Pacific Current applied to the subtropical waters, and the
Subarctic Currenf applying to the subarctic waters, although the name North
Pacific Current has also been applied to all easterly moving waters entering the

Gulf of Alaska. As the region of the Alaska Gyre studied in this dissertation is -

north of the Transition Zone boundary, the term Subarctic Current is used to
refer to waters moving east or northeast along the southern boundary of the
Gyre.
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For subarctic species such as Pacific salmon, the succession of frontal
zones may represent borders and concentration areas between ecosystems,
and migratory fish may concentrate at fronts to feed (Brandt 1993; Murphy
1995; Bakun 1996). Fronts may propagate across the Pacific to different
extents from year to year, and may be a source of variation in water input into-
the Alaska Gyre. As such, the long time-scale changes in the position or
dynamics of these fronts should be considered as an important source of

biological variation.

2.2.1 Northeastern subarctic oceanographic structure

. The Alaska Gyre is the largest oceanographic feature in the Gulf of
Alaska in terms of surface area. It is bounded on the south by the Subarctic
Current, on the northeast by the Alaska Current, and on the northwest by the
Alaska Stream (Figure 2.6). The Alaska Gyre is centered near 150° W, 52-54°
N, although the center may vary in position from year to year (Royer and Emory
1987).

The origin of the Subarctic Current is at the confluence of the Oyashio
Current with smaller cold currents from the Bering and Okhotsk Seas, near
45°N, 155°E (Favorite et al. 1976). The flow crosses the Pacific into the Gulf of
Alaska, where the Subarctic Current diverges as it approaches the North
American coast, forming two currents along the continental shelf: the California
Current to the south, and the Alaska Current to the north.

The Alaska Current is a combination of waters from both the Subarctic
Current and the northward-moving coastal currents which become the Alaska
Stream as they move to the west. - Processes in the Alaska Current may
generate anticyclonic eddies of coastal water on the eastern border of the Gyre
which may last from weeks to months and move westward into the Gyre itself
(Tabata 1982; Musgrave et al. 1992; Meyers et al. 1998).
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The divergence and weakening of the Subarctic Current at its eastern

- end, in combination with the westward extension of dilute plumes from the

Columbia River, Strait of Juan de Fuca, Queen Charlotte Sound and Dixon

Entrance, forms a surface region known as the Dilute Domain. The Dilute

Domain may extend westward from North America as far as 160° W, although it

is a surface feature only, mainly visible at 100m or less of depth (Dodimead et
al. 1963).

The strong onshore transport of surface currents, coupled with Ekman
transport of water from the center of the gyre, creates intense downwelling
along the coast, and further downwelling occurs around the Alaska Gyre
between the Alaska Current and the Alaskan shore. To replace this water in the
surface layer, cold, saline, nutrienf-rich but oxygen-poor water rises to the
surface in the center of the Alaska Gyre vcreating the Ridge Domain (Royer
1981; Bakun 1996). Studies of tracers such as tritium in the Alaska Gyre have
indicated that the center of the Gyre may be a substantial source of deep
(intermediate, or sub-halocline) water into the surface waters of the Gyre (Van
Scoy et al. 1991; Aydin et al. 1998).

in the summer, a zonal temperature minimum occurs within the Ridge
Domain on the sea surface. This surface temperature minimum can be seen in
the both the western Subarctic and Alaska Gyres, although not in the area of
the Ridge Domain between the two gyres (Figure 2.7). The temperature
minimum has been suggested by Aydin et al. (1998) to be a boundary between
waters entering from the west (south of the minimum) and the recirculating
outcroppings of the gyre itself (north of the minimum). They call the waters
between the Ridge Domain/Subarctic Current boundary and the temperature
minimum the Western Subpolar Waters (WSW) (Table 2.1).

Measurements of CFC concentrations distinguish the water properties of
the WSW from those of the Subarctic Current to the south or the central gyre to
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the north (Aydin et al. 1998). Some surveys from the 1950s identify WSW
water properties as those of Oyashio Current waters extending into the Alaska
Gyre (Dodimead et al. 1963). The possible importance of the WSW to salmon
and their prey is discussed in Chapter 4.

2.2.2 Variation in northeastern Pacific physical systems

The major sources of water moving into and out of the Alaska Gyre are
connected to the air circulation patterns. The primary driver of horizontal
surface circulation within the Subarctic Domain is the Aleutian Low Pressure
System, a deep, extensive low pressure atmospheric feature that develops in
the autumn over the Bering Sea, increases and moves southeastward to the
Gulf of Alaska by December, then shifts back to the west before weakening in
the summer. .A secondary driving force, an eastern Pacific high preésure
system, arises in the spring in the northeast portions of the domain, and
reaches its maximum intensity between June and August, covering most of the
Gulf of Alaska (Favorite et al. 1976).

The resulting seasonal pattern of water flow is an intensification. of
circulation around the Subarctic Domain during the autumn and winter and a
relaxation in the spring and summer. Direct heat input via sunlight provides a
second major structuring force in the ocean. Sunlight drives the seasonal cycle
in the vertical water column structure that is critical to the ocean’s biological
productivity. Seasonal variation due to solar heating dominates the vertical
structure of the upper 100m of the water column (Tully 1965).

During the winter, temperature throughout the watetr column is rélatively
uniform, and the mixed-layer depth (MLD) is determined by the permanent
halocline (Figures 2.3 and 2.8). During the spring and summer, solar input
causes the surface water to warm up, forming a seasonal thermocline above
50m depth, thereby raising the mixed-layer depth from the halocline to the
upper 50m. There is little seasonal variation found in water properties in depths
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below the halocline. While a seasonal warming causes the creation of a
thermocline and a shallowing of the mixed layer depth in the spring and
summer, the temperature gradient disappears entirely from the surface waters
in the winter. '

While the amplitude of atmospheric variation is greatest over an annual
period, the horizontal circulation of the Gyre varies most strongly on an
interannual scale. Royer (1981) found that while the range of variation in the'
annual cycle of wind stress in the Gulf was 100% of the annual average, the
range of annual variation in the flow of the Alaska Stream was only 13% of the
mean annual value, while the interannual variation in the flow was 30%.

This shift of scales occurs as a result of the “white noise” of the
atmosphere being transformed into “red noise” typical of ocean circulation
(Steele 1991). The Pacific Ocean is particularly prone to fluctuations on multi-
year scales: it is so large thét it is not as tightly coupled to seasonal continental
atmospheric forcing as smaller oceans are (Bakun 1996). Determining links
between multiple temporal and spatial scales of physical forcing and ecosystem
variability is the crux of understanding ecosystem dynamics (Allen and Hoekstra
1992; Francis et al. 1998).

2.2.3 Long-term variation

Beginning in the 1980s, advanced technology and a globally increasing
availability of historical fisheries and climate data sets have enabled scientists
to examine marine ecosystems as never before, over increasingly large scales
of time and space. For example, the reconstruction of fish populations from
anoxic sediment cores has revealed population fluctuations on the scale of
decades continuing throughout the last few thousand years (c.f. Baumgartner et
al. 1996). Satellites can provide information on patterns of primary production
and other variables across an entire ocean. Such information is often available
in near-real time.
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- Studies correlating fluctuations in fish populations with both decada! and
longer scale cycles in the physical properties of climate and oceans strongly
suggest that the two are related. Multiple symposia and related published
volumes such as Beamish (1995) demonstrate the rising recognition of the role
of historical analysis in addressing the role of climate in fisheries research and
management (Francis and Hare 1994). One importént aspect of coupled
biological/ physical systems is that physical "and biological processes may
remain relatively constant for long periods of time, and then change rapidly to

- another state—such a rapid change has been dubbed a “regime shift.”

Variables used for oceanographic time series analyses generally fall into
three categories: (1) the measurement of a single variable, such as sea-suﬁade
temperature, at a single site, (2) the measurement of a proxy, or index value,
such as tree rings as a proxy for air temperature, or (3) the analysis of multiple
variables over a large spatial scale, which are resolved into modes of variation
that may be summarized by an index of combined conditions. Correlation
between individual analysis of disparate records may reveal changes occurring

over large spatial scales.

Atmospheric pressure and surface ocean conditions, such as sea
surface temperature and altimetry, are readily adaptable to the third type of
analysis. For example, to describe interannual variation in the atmospheric
driving forces of the northeastern Pacific, Trenberth (1990) constructed an index
of circulation of the Aleutian Low known as the North Pacific Pressure index
(NPI or NPPI) from a weighted mean of sea level pressure over 30°-60°N,
160°E-140°W.  An examination of this index from 1925-1995 indicates
prolonged (20+ year) periods of strong or weak Aleutian Lows with rapid
switches between the two states occurring in the late 1940s and the late 1970s

(Trenberth and Hurrell 1995).
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In th‘e ocean, long time-scale trends in surface conditions have been
found to correspond with atmospheric anomalies. Of primary interest is the
Pacific Decadal Oscillation (PDO) which describes alternating modes of sea
surface temperature (SST) anomalies occurring on a 20+ year time scale
(Mantua et al. 1997). It is generally agreed that a regime shift in the PDO
occurred in the winter of 1976-77, and this shift is visible in many indices of
northeastern Pacific conditions. Mantua et al. (1997) aiso identified previous
shifts that occurred in 1947 and 1925, identical to shifts occurring in the NPI.
The correlation coefficient between the NPI and PDO, adjusted for
autocorrelation, is -0.50.

The correlation between the NPI and the PDO describes a relationship
between atmospheric and SST patterns in the northeastern Pacific; however, it
has been more difficult to associate these patterns with variations in frontal
structure and surface currents in the region. Direct observations of horizontal
water movement and subsurface water cohditions, especially salinity, have
been taken relatively infrequently over the years. However, horizontal
movemént and salinity define many of the subarctic fronts that may be critical to
biological productivity (Table 2.1). Thus, the link between climate and biology
‘has relied on Iarge-scak_e correlative studies or developed- conceptual models.

One of the more influential conceptual models of flow variation in the Guif
of Alaska was based on the analysis of sea surface heights from tide gauges
along the Pacific coast (Chelton and Davis 1982). They noted an out-of-phase
relationship between sea surface heights in the Alaska and California Current
and interannual variations in the strength of the Aleutian Low. This model,
elaborated in Hollowed and Wooster (1992), suggested that variation in the
wind system caused the Subarctic Current water to alternately push more water
into the Alaska Current or the California Current.
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A wind-driven Ocean Surface Current model, OSCURS, confirms this
atmosphere/ocean connection, and suggests that the Subarctic Current varies -
at its bifurcation point as it splits to create the Dilute Domain (Ingraham et al.
1998). During periods of strong Aleutian Lows, such as those seen 1976-98,
OSCURS predicts that surface waters of the Subarctic Current would have a
greater tendency to circulate northward into the Alaska Current. During periods
of weak Aleutian Lows, drifters would have a tendency to move southward and
enter the California Current.

In addition, measurements of surface altimetry patterns coupled with 3D
ocean circulation mcdeling suggest that during the post-1976 period, .high
cyclonic winds increased the water exiting the gyre to the northeast via the
Ekman drift (Bhaskaran et al. 1993; Lagerloef 1995; Wu and Hsieh 1999).
Water circulation in the Alaska Gyre weakened on the northeast side of the
gyre, as increased cyclonic winds pushed more surface waters onshore to the
northeast, rather than into the Alaska Stream.

Combining these results, during periods of intense Aleutian Lows, more
water enters the gyre from the southwest via the Subarctic Current, and more
water exits the gyre onto the continental shelf in the northeast. The overall
pattern brings warmer southern waters to the north during intense Aleutian
Lows, and suggests that the PDO is driven by alternating periods of
intensification and weakening of the winds of the Aleutian Low pressure system
causing alternately a slowing down or “spinning-up” of the Alaska Gyre
(Schwing 1998).

The physical consequences of this change in horizontal circulation
around the Gyre may include stronger horizontal gradients at frontal structures.
In addition, the increased circulation would increase the Ekman pumping at the
center of the Gyre and the resulting Ekman drift of intermediate-layer water out
of the Gyre—such changes have been noted in recent years (Schwing 1998).
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The flow of Subarctic Current waters into the Guif of Alaska may also be
influenced by the location of the center of the Alaska Gyre. Lagerloefs (1995)
‘analysis of surface altimetry data suggested that the Gyre weakened and
shifted more to the east, rather than intensified, as a result of the climate shift.

Finally, shoaling (shallowing) of the winter halocline in the central Gulf of
Alaska has been noted in recent years and it has been attributed to this
increase in upwelling (Polovina et al. 1995). However, Freeland et al. (1998)
report that the shoaling trend in the halocline may have been uniform since the
1960s, and a result of increased precipitation and heating of ocean surface
layers, possibly as a response to global warming. '

The 20+ year PDO is not the only large-scale climate ffequency which
has been detected (Table 2.1). The most famous is the El Nifio-Southern
Oscillation (ENSO), a Pacific-wide oscillation of conditions on the time scale of
3-5 years. ENSO effects have been noted as having strong effects on the
biology of the NE Pacific. Additionally, a Quasi-Biennial Oscillation (QBO) has
been detected in several climatic variables on a frequency of 2-3 years. The
movement of the Gyre center from east to west may occur on time scales
shorter than a few years (Royer and Emory 1987; Kelly et al. 1993).

Most hypotheses linking climate indices and biological production have
resulted from correlation or frequency analysis. For example, zooplankton
production has been shown to share some of the frequencies of climate indices
(Table 2.1): the theories linking climate with lower trophic level production.and
fisheries production are summarized below in Section 2.3. It is worth noting that
while hypothesized mechanistic links may be intriguing, they must be confirmed
with experimentation conducted on proper temporal and spatial scales. None of
the mechanistic hypotheses connecting climate indices to biological productivity

" have been traced to direct interactions between physics and biology, except in
the most general sense. The distinction between correlation and mechanism is
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important to make, as it affects our understanding of the models we use to -
understand the system (Francis and Hare 1994).

Scale is critical. For example, as described below, the shoaling mixed
layer is used by Polovina et al. (1995) to predict increases in zooplankton
production based on the increased concentration of nutrients within the mixed
layer. However, as Freeland et al. (1998) point out, while the mixed layer may
concentrate nutrients during the spring growth of zooplankton, it may also limit
resupply of nutrients later in the season. Recent surveys have shown that
nutrient concentration in the Gulf of Alaska may have decreased in recent years _
(Whitney et al. 1998). Thus, while the overall quantity of zooplankton
production averaged annually may increase, the extent of the bloom throughout
a season, and the resulting zooplankton community structure and transfer of
energy to other portions, of the food web, may increase for some species but

decrease for others.

Choosing the scale of measurements is thus a necessary step in
constructing comparisons, either experimental or hypothetical. As one
example, 6ne effect of ENSO interannual variation in the Guif of Alaska may be
a change of the frequency of mesoscale (100-200 km) downwelling eddies
occurring in the Alaska Current, with eddies occurring more frequent(y during El
Nino extremes of the ENSO cycle (Meyers et al. 1998). Determining
mechanisms linking ENSO with biological production might require the
resolution of measurements to be on the mesoscale within a single year rather
than at the ENSO scale over multiple years.

In another example, a great deal of the time series analyses and models
of zooplankton depend on data from the long-term continuous Canadian
weather ship coverage of a single point in the ocean, Ocean Weather Station P

- {OSP, 50°N, 145°W) between the 1950s and 1980. But seasonal cycles may
vary tremendously on a spatial scale, especially if viewed with respect to
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distances from shifting oceanographic fronts. Station P is a geographic, not
oceanographic fixed point. Station P may at times be influenced by waters of
the Ridge Domain, Dilute Domain, or the Subarctic Current. Thus, it will not
always be clear whether long-term variations in data at that single point are due

to spatial or temporal variability.

Finally, the individual processes leading to ecosystem changes must be
linked to driving variables through direct causation. For example, as mentioned
above, the Subarctic Current entering the NE Pacific is formed near Japan, at
the confluence of the warm Kuroshio Current and. the cold Oyashio Current. The
confluence of the currents into the Subarctic Current may result in internal
structures separating water masses which may propagate across the Pacific,
and may vary on annual and interannual time scales. A comparison of NE
Pacific water types between two years, 1956 and 1959, showed that in 1956,
Oyashio-influenced Subarctic Current waters did not enter the Gulf of Alaska,
stopping at 170°W, while in 1959 the waters extended eastward past 145°W
(Favorite and Hebard 1961).

Changes in the Subarctic Current frontal structures, and the input of
differing water masses, may occur on a decadal scale. Measurements have not
been conducted over a long enough time scale to determine the variation in this
particular frontal structure. The relative volume of the Oyashio/Kuroshio water
input may be correlated with changes in zooplankton, if both are affected by the
NPI independently of eagh other. Increases in upper trophic levels biomasses
may be a response to changing zooplankton or changing frontal structure, and
the correlation between upper trophic levels and the NPI would remain the

same.

It is important to distinguish correlations from mechanism to give a model
predictive power. Correlations which have been used for prediction have been
known to break down rapidly when the conditions which underlie them change.
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This is- especially worth considering in light of recent concerns over
anthropogenic, unidirectional change, i.e., global warming. The changes in the
mixed-layer depth mentioned above may be due to the PDO, or global warming,
or both. Unidirectional change may break down correlations in unexpected
ways—with an understanding of the distinct scales and properties of
mechanisms linking climate to biological production, we may at least be able to
explore the risk that pelagic marine ecosystems may be facing.

2.3 Biological processes

2.3.1 Seasonal cycle of phytoplankton and zooplankton

The stable, salinity-stratified water column of the subarctic Pacific, in
combination with the upwelling of nutrients at the centers of the gyres, creates
an environment in the subarctic Pacific suitable for phytoplankton growth.
Overall, the long-term average phytoplankton concentration in the Subarctic
Domain may be two orders of magnitude greater than in the Subtropical
Domain. The seasonal plankton cycle within this highly productive region is
important to understand in order to study the growth of larger fish.

One of the most characteristié biological traits of the Alaska Gyre is the
year-round standing stock of phytoplankton. Yet in spite of the overall high
phytoplankton concentration, and in spite of a mixed layer which concentrates
nutrients in the photic zone during the spring and summer, the surface layer of
the Alaska Gyre shows no spring phytoplankton bloom. This is contrary to other
ecosystems, such as the North Atiantic, which possess similér physical changes
in their mixed layer structures during the spring. In addition, contrary to other
ecosystems, the phytoplankton seemingly do not limit their growth by depleting
the macronutrients in the surface layer (nitrates, phosphates, and silicates) as
the summer progresses.
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"The relationship between physical conditions and plankton seasonal
cycles in the Alaska Gyre is cohsidered by Longhurst (1998) to represent one of
“the great enigmas in biological oceanography today” (p. 256). While the
primary production peaks in the spring, the actual increase in system biomass
appears in zooplankton, rather than in phytoplankton. Nitrate supply, which
classically limits summer phytoplankton growth, remains high year round. This )
non-depletion of summer nitrate has led the area to be dubbed a “High Nitrate
Low Chlorophyll” (HNLC) system.

Why, in spite of the presence of relatively high year-round standing
stocks of phytoplankton, does the Gyre show no spring increase in
phytoplankton standing stock, as is evident in other ecosystems? And why
doesn't the existing primary production increase until it depletes the available
mixed-layer nitrate? Answering this question is important in comparing year-to-
year variation in fish populations with environmental variables, as the probable
link between fish and the environment is through the plankton population.

Because we cannot experiment directly with changing environments, the
only method of investigating mechanisms of linkage is through models. The
most frequently-used family of models is ihe three-compartment differential
equation model of seasonal interactions called the Nutrient-Phytoplankton-
Zooplankton (NPZ) models. These models, calibrated with laboratory and ship-
measured production data, have been used extensively to test hypotheses
about the factors which control the seasonal dynamics of plankton.

The classic model, published by Evans and Parslow (1 985), represents
the growth rate of the lowest trophic level, phytoplankton, as a function of
nutrient concentration in the water column and light input throughout the year.
The model includes a self-limiting factor for phytoplankton, as the-increased
biomass of phytoplankton decreases the light penetration through the water
column, thus decreasing production rate. Nutrient concentration is depleted by
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phytoplankton, and refreshed by the changing mixed layer depth. The seasonal
shoaling of the mixed layer in spring also concentrates phytoplankton and

zooplankton near the surface.

An analysis of the model using rriixed-layer depths corresponding to the
north Atlantic and northeast Pacific showed that the difference in mixed-layer
depth between the two systems was enough to account for the difference in the
bloom (Evans and Parslow 1985). The model suggests that primary production
in the Alaska Gyre is essentially light limited rather than nutrient limited.
Additionally, control of phytoplankton by zooplankton was required to prevent
the spring bloom. For this to occur, zooplankton could not drop to overly low
levels during the winter, or they would not respond to changing spring
phytoplankton growth rates fast enough to prevent a bioom.

For.many years, the data used for zooplankton in the North Pacific was
Station P weathership data, which was collected with vertical zooplankton net
tows from 150m depth to the surface. The nets favored mesozoopiankton,
primarily calanoid copepods. Initial assignment to the role of controlling grazer
thus fell to these copepods. However, a series of research cruises in the
1980s, combined with new models, showed that heterotrophic bacteria and
microzooplankton were the most important consumers of primary production
(Frost 1987; Miller et al. 1991; Miller 1993). |

This is especially true during the winter, when mesozooplankton standing
stock is a fraction of that of smaller heterotrophs (Boyd et al. 1995a; Boyd et al.
1995b). Indeed, models suggested that the larger species of zooplankton could
not respond rapidly enough to phytoplankton growth to control the spring bloom
(McClain et al. 1996). Additional hypotheses for the control of primary
production in the NE Pacific include micronutrient control (iron limitation; Martin
et al. 1989), and the importance of the microbial loop and NH4 recycling in
inhibiting NO; uptake (Wheeler and Kokkinakis 1990).
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The addition of microzooplankton as a controlling factor in oceanic
production lengthens the food chain, But also changes the interpretations of
mechanisms responsible for long-term change of fisheries production. Because
energy supply for fisheries primarily comes from mesozooplankton, it is
important that models which describe the link between NPZ models and

fisheries accurately capture the dynamics of these muiltiple trophic levels.

2.3.2 Long-term changes in zooplankton production

Current estimates of long-term changes in the quantity of summer
mesozooplankton production are almost entirely based on- the analysis of
copepod biomass. The only consistent long-term sampling of northeastern
Pacific zooplankton has used nets which favor these animals. Further,
estimates of changes in annual total production or annual average biomass of
mesozooplankton are dominated by the spring peaks of copepod standing

stock.

It is true that these species do represent a basis of the food web for
many pelagic fish species; however, it is worth keeping this bias in mind,
especially if historical trends of zooplankton biomass are to be compared with

salmon growth occurring over an entire year.

« The measurements of mesozooplankton biomass in the Gulf of Alaska
' do show a correspondence with indices of climate change. A time series
analysis of the Station P data showed that the dominant frequencies- of
zooplankton fluctuations matched the dominant frequencies of the NPI (Table
2.1; Hameed and Conversi 1995; Conversi and Hameed 1997, 1998). This
‘data series did not extend for long enough to examine changes on the regime

time scale.

A comparison of summer zooplankton samples over a wider range of the
northeastern Pacific in two time periods, 1956-62 and 1980-98, showed that the
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standing stock across the Gulf averaged 2 times higher during latter period (226
g/1000m® in 1980-89 vs. 94 g/1000m° in 1956-62). In addition, the pattern of
zooplankton distribution had changed. During 1956-62, the highest zooplankton
concentrations were found near the center of the Alaska Gyre, whereas during
1980-89, the highest concentrations were in an extended band circling the
central gyre, from the Transition Zone, around the Alaska Current and into the
Alaska Stream (Brodeur and Ware 1992). Rand and Hinch (1998) examined
the same data series by dividing the sample into years of high and low wind
stress rather than between two time periods. Further, they examined both the
spring and summer patterns of zooplankton density. Their findings showed that
after a winter of high wind stress, zooplankton biomass was 100% higher in the
spring and 50% higher in_'the summer than after a winter of low wind stress.

The mechanisms linking the NPI to Alaska Gyre zooplankton are not
clear. Francis and Hare (1994) show that the correlation between the NPI and
zooplankton biomass changed from positive in 1956-62 to negative in 1980-89,
and the correlation was significant in both time periods. High winter wind stress
may deepen the seasonal mixed-layer, which could retard zooplankton growth
by diluting microzooplankton in the spring, according to a model by Frost
(1993). However, the 1-D model fitted to Station P data found little change in
primary production for any of the years 1956-80 (McClain et al. 1996).
Conversely, a model by Polovina et al. (1995), using the shallowing of the
permanent halocline in the last 20 years as a driver,.predicted increases in
primary productivity and microzooplankton production.

Further, it is possible that changes in primary production, filtered through
complex layers of microzooplankton, are not the primary determinant of
mesozooplankton growth rates. During winter months, heterotrophs and
microzooplankton stay at relatively high biomass levels, and demand larger
nutrient input than mesozooplankton (Figure 2.9; Boyd et al. 1995a). Miller et
al. (1992) found that individual body lengths of Neocalanus plumchrus were
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negatively correlated with an index of primary production minus microbial
respiration for a number of years. If N. plumchrus body size is used in placé of
zooplankton biomass as an index of growth conditions for copepods, this
relationship indicates that the interannual variation in energy lost via the
microbial food web is more important than variation in primary productivity in
determining mesozooplankton growth variation. Thus, it is possible that
changes in the mixed-layer depth and primary production may be coincidentally
or counterintuitively related to changes in mesozooplankton.

One élue to the link between the NP! and iooplankton lies in the fact that
zooplankton standing stock in the Alaska Gyre is negatively correlated with
zooplankton standing stock in the Célifomia Current (Brodeur et al. 1996).
Given the alternating circulation patterns first noted by Chelton and Davis
(1982), it is possible that a high biomass of zooplankton in the Transition Zone
is advected into the Gulf of Alaska during periods of strong Aleutian Lows, and

into the Califomia Current during periods of weak Aleutian Lows.

An additional possibility is that similar large scale changes may affect
zooplankton conversely.in the two regions (Francis et al. 1998). For exampie, a
warming of the surface layer may increase zooplankton production in the Alaska
Gyre, while at the same time decreasing concentrations in the California
Current by deepening and diluting the mixed layer (Brodeur et al. 1996).
Finally, Gargett (199'7) postulates on the existence of an “Optimal Stability
Window™ for phytoplankton, and thus zooplankton growth. In this model,
phytoplankton growth is light-limited in overly turbulent water column regimes,
and nutrient-limited in overly stable regimes. Between is a zone of “optimal
stability” which varies in its geographical location between the Alaska Gyre and
the California Current. |

Regardiess of the mechanism resulting in ‘this measured increased
standing stock, it is important to realize that seasonal patterns of zooplankton
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production may shift as a result of climate change. If a single climate change
shifts the timing of the zooplankton as well as its peak biomass density, a high
level of zooplankton may not be beneficial to all predators.

It is worth noting, for example, that Brodeur et al. (1996) did not find
significant correlations between spring/summer and fall or winter zooplankton
biomass in the Gulf of Alaska. If the relative “badness” of a winter is more
important to determining fish health than the relative “goodness” of a summer,
the increase of summer zooplankton may not translate to increased production
in fish. Mackas et al. (1998) found significant éhanges in the timing of peak
copepdd production between 1957 and the present. In the late 1950s, copepod
production peaked in late May—this peak moved to its latest time in July during
the 1970s, and since then has moved back to mid-May in the 1990s. This
pattern shows coherence with the PDO and NP!I time series. |

Mackas et al. (1998) suggest that this timing change is related to the
temperature of upper water column, with warmer water in recent years leading
to faster copepod production. Taken with the possibility of depleted late summer
nutrients due to shallowing MLD, suggested in Freeland et al. (1998) and
evidenced by recent measurements (D. Mackas, Institute of Ocean Sciences,
Fisheries and Oceans Canada, Sidney, British Columbia, pers. comm.), the
combined effects may be detrimental to fish populations in spite of
measurements of increased copepod production.

In order to determine the actual effects of these plankton changes on
specific fish species in the Gulf of Alaska, it is necessary to sample and model
fish feeding and growth throughout the entire season. | attempt to use this
approach with Pacific salmon in Chapter 5.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



49

2.3.3 Fisheries fluctuations in the Gulf of Alaska

- It is clear that the environmental forcing patterns on multi-year scales
described by the PDO, ENSO, and the QBO have an effect on the biology of
higher trophic levels in multiple marine ecosystems (Beamish 1993: Brodeur
and Ware 1995; Hollowed et al. 1998; Francis et al. 1998; Beamish et al. 1999).
The effects of climate, however, are not limited to the direct increase or
decrease of the biomass of the entire system. Animals with longer than annual
life histories integrate short term changes, and their biomass may not respond
immediately to changes in ocean conditions.

Instead, long-term ocean variation may affect specific critical periods of a
species’ life history, for example, by giving rise to high recruitment events, or by
slowfng, or speeding somatic growth or egg production. Each species may
have a different sensitivity and respond in a different direction to climate
change, not necessarily responding to increases in primary productivity by .

increasing their own biomass.

In one example, Hollowed et al. (1998) compared ENSO and PDO
indices with time series of salmonid biomass and with recruitment time series of
23 groundfish and 5 non-salmonid pelagic species in the Gulf of Alaska, the
California Current, and the Bering Sea. Their results showed complicated
patterns of succession and climate interaction, with some stocks increasing and
some stocks decreasing after 1976. In addition, while the long-lived species did
not show a direct biomass response to ENSO, several of the species showed
either high or low recruitment events during El Nino years.

The case of the Pacific salmon is the most well-known example of a long
term climate/biological interaction in the Pacific Northwest. The numbers of
salmon returning each year have reached record highs in the 1980s and 1990s
across the Alaska and northern Asia (Mantua et al. 1997; Francis et al. 1998;
Beamish et al. 1999). However, the pattern is more complicated than a simple
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increase of all salmon stocks in concert with the strong Aleutian Lows. Time
series analysis indicates that periods of high production of salmon in Alaska are
correlated with the PDO, and alternate out of phase with periods of high
production in the Pacific Northwest (Hare et al. 1999).

During the 1980s and 1990s, Pacific salmon production across the entire

North Pacific reached record levels, with Alaska being a major source of the

boom, while stock abundance in the Pacific Northwest has declined. This

inverse relationship between the two regions extended back to the 1920s with

alternating periods of high production in Alaska vs. the Pacific Northwest
(Mantua et al. 1997).

Salmon ocean survival may be affected by growth rates during early
coastal juvenile phases (Burgner 1991; Pearcy 1992; Francis and Hare 1994),
so this increase in salmon numbers may be due to the changes in availability of
zooplankton at the edges of the Gyre. The alternating pattern of zooplankton
production in the Alaska Gyre and the California Current, mentioned above,
may translate into alternating areas of good survival for salmonids. Conversely,
alternating abiotic ocean conditions such as temperature may affect saimon and
zooplankton independently. On shorter time scales, evidence for ENSO effects
differs between stocks and is discussed later in this dissertation. One time
series of sockeye catch showed frequencies matching the QBO (Table 2.2) at
2.3 years (Mysak et al. 1982). It is not clear if these matching frequencies
reflect local or global conditions.

From the perspective of marine biogeography, the mechanistic link
between changing physical conditions and changing productivity of a single
species may take on many forms. These can be divided into two broad classes:
direct physical effects, and food web effects. Direct physical effects are
situations in which a changing physical property of the water directly influences
the production of a species. For example; a change in ambient water
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temperature may change the physiological rates of digestion of a fish, changing
its efficiency of conversion of prey into body mass.

Food web effects, in their purest sense, are situations in which the
production of a population changes s’olely due to the changing of prey supply
(bottom-up forcing) or predator-induced mortality (top-down forcing). In pelagic
.ecosystems, the conventional wisdom holds that for fish populations, bottom-up
forcing, or variation in plankton supply, is the most important component of
ecosystem variation-(Steele 1998). Therefore, many mechanistic studies have
focused on the mechanism linking physical variation with piankton growth,
assuming that-fish will take advantage of available food in a predictable manner.

In a sense, the difference between food web effects and direct effects is
a convenience to make a problem tractable. Food web effects must always be
traceable to direct effects at some level: often, in the link between climate
variation and phytoplankton. In the same way, direct effects become food web
effects for neighboring trophic levels. For example, if changing water
temperature limits the migration range of a species due to physiological
concemns of temperature regulation, a predator/prey overlap in space and time
may cease to exist.

Trophic (food web) variation and direct physiological variation may arise
from changing food availability to a particular species, regardless of the amount
of food measured in the ecosystem.. For salmon and other actively foraging
creatures, the presence/absence of oceanic fronts and concentrating/diluting
factors such as eddies may greatly increase/decrease food supply (Brandt
1993, Murphy 1995). Further, changes in habitat suitability may increase or
decrease the overlap between predator and prey in either time or space.

In summary, the link between climate forcing and fish stocks may occur
through several pathways, either as climate applies direct physiological effects
on fish, or as climate affects food supply and thus causes changes in the food
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web (Francis et al. 1998). Direct links have been shown between climate
forcing and primary and secondary production on PDO, ENSO and QBO scales
in the Gulf of Alaska. Further, links have been shown between these scales

and fluctuations in some fish stocks, specifically Pacific salmon.

This dissertation focuses on a single property of Pacific saimon: the
“carrying capacity.” As discussed in Section 2.4 below, this intuitive idea of a
limit on total salmon production, which may change as a response to climate
forcing, is greatly complicated by the wide range of effects which climate may
have on fish. Without taking into account long-term changes in seasonal cycles
and biogeography, using indices of primary or secondary production alone will
not provide enough information. In order to give the question of carrying
capacity meaning, it is necessary to carefully define its application in a manner

specific to the ocean habitat of Pacific salmon.

2.4 Salmon growth studies and carrying capacity in the
northeastern Pacific

2.4.1 Carrying capacity in theory and practice

The existence of an upper limit for the production (growth) rate of any
element in- an ecosystem is a fundamental thermodynamic principle of any
defined system. This is true if the element under consideration is an individual,
a species, a trophic level, or an ecosystem as a whole. Energy can neither be

" created nor destroyed, and a system can only assimilate as much energy as
enters into it. In addition, the Second Law of Thermodynamics requires that any
system which is not in “"complete” thermodynamic equilibrium with its
surroundings must expénd a certain amount of energy from outside itself to
maintain its basic structure. This is true even if the system does not grow,

export material, or change internally.
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~ Systems in complete thermodynamic equilibrium are not only what might
be called "cold and dead" but are also utterly uniform. Almost any real physical
system of practical interest or use to humanity falls into the category of needing
to expend enérgy to remain the same. For many simple systems, a very small
amount of energy is required, and the time scale of change is beyond the
human scale of thought. For example, a glass jar, left on a shelf, will take
longer than many human lifetimes for its molecules to lose their form, unless of
course it is dropped. However, the time scale of energetic processes occurring
in living organisms or populations is very much on the scale of human interest
and thought. |

At its heart, carrying capacity is a simple idea: you can't take more out of
a box than you put into it, even if items change their form while in the box. Itis
a useful intuitive concept for considering human interaction with nature—the
wishes of people not withstanding, you can’t take more out of nature than is put
in, and expect to be able to take the same amount again year after year.

However, moving from this intuition into a quantitative statement about
any living element in system: “the carrying capacity of fish in the lake is x tons,”
is fraught with peril, as care must be taken that the method of quantification

.used is meaningful.

A fundamental part of the human thought process is the use of models.
Models of reality lie at the heart of all forms of language and communication. A
model may be mathematical or conceptual: it is simply the creation of an
analogy of nature (Francis et al. 1999). But as any analogy used in
communication, the terms used to describe the model must be relevant to the

questions asked.
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2.4.1.1 The definition of carrying capacity in population ecology

A time-dynamic model, in a mathematical sense, describes the behavior
of one or more “state variables” of interest by describing rules for the state
variable’s change over time. In population biology, the most often-used state
variable is either numbers (N) of animals or the biomass (B) of a population at a
given instant in time. In a O-dimensional time-dynamic model, the state
variable changes'only with time (By convention, time is not counted as a
dimension). Adding Spatial variables such as depth or spatial location may
make the model 1- 2- or 3-dimensional. All of the models considered in this
dissertation are O-dimensional, with changes in spatial structure being

examined by the use of multiple 0-dimensional models.

A static model would simply present the level of the state variable without
giving rules for change. The statement “Today, there are 200,000 tons of fish in
this population” is a static model of biomass, as it does not describe how
biomass might change over time. A single description of a food web is a static
model of biomass for many species in an ecosystem. The state variable here is
in static equilibrium, as there are no conceptions cr rules allowing the variable

to change.

In contrast, a dynamic model contains both a static description of a state
variable at a starting time, or initial conditions, and rules for change from the
initial conditions. A simple but complete dynamic model might be “Today, there
are 200,000 tons of fish in this population, and that number will double every
year.” A dynamic model can be used to predict the level of the state variable at
any time ¢ after the initial conditions. It may be discrete (a difference equation),
describing the state variable at set time intervals or continuous (a differential
equation) describing the state variable for any value of t.

A state variable is in dynamic equilibrium if the dynamic model predicts
that it will maintain the same value for all future times. The value of the state
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variable when the model is in such an equilibrium is a dynamic equilibrium
point. The model does not have to be in dynamic equilibrium initially for an
equilibrium point to exist, as long as the model predicts that once the state
variable reaches that value, it will not change afterwards.

In population ecology, the predicted quantity of the state variable of N or
B of a population, at a stable dynamic equilibrium above zero, is known as the
population’s carrying capacity. By convention, if this quantity appears explicitly
in the formulation of a model, it is usually designatc_ad by the letter K. Adding a
carrying capacity to the simple model above might include the statement
“Today, there are 200,000 tons of fish in this population. That number will
double every year until there are 800,000 tons of fish, after which the population
will not change.” 800,000 tons is thus the carrying capacity K of the population.

The final concept required for exploring carrying capacity is stability of a
dynamic equilibrium point. In the strictest sense, stability refers to tendency of
change of the state variable “near” the equilibrium point. If an equilibrium point
is stable, the state variable would return to that point after a small change
(perturbation) cf the state variable near the equilibrium point. Conversely, if a
state variable is at an unstable equilibrium point, a perturbation would cause the
state variable to leave the equilibrium. Making an equilibrium point in the above
model stable would require the statement “If the population at any time is within
100,000 tons of 800,000, it will become 800,000 in the next year.” Conversely,
an unstable equilibrium point could state “If, at any time, the population dips
under 800,000 tons, it will lose biomass until it reaches zero.”

2.4.1.2 Applying carrying capacity to real-world populations

The reason for describing carrying capacity in terms of the simple
dynamic models above is to discuss the difficulties which arise when attémpting
to apply the above intuitive concepts to real-world data. Some of the difficuities
are practical. For example, Solow and Steeie (1990) estimate that calibrating
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well-known mathematical models of carrying capacity to actual data may require
longer data series than are currently available for most species.

On a conceptual level, there is the confusion of definitions, especially
with regard to the concept of stability. Grimm and Wissel (1997), in a survey of
literature, note 163 definitions of 70 different stability concepts applying to
species or ecosystems. Terms include resilience, persistence, constancy, or
elasticity, all with slightly differing connotations.  This wealth of definitions
partially lies in the necessary oversimplifications that mathematical models must
make in order to be tractable from either a mathematical or data-collection
standpoiqt However, on a fundamental level, the confusion arises from the
conceptual difficuity of defining meaningful points of stasis in (1) a living,

changing system, and (2) a hierarchical system.

A biological system changes and evolves in response to external forcing.
Since the links between the elements in an ecosystem incorporate delays in
time and space, a single component of a systém will be affected by feedback. It
is feedback in the dynamics of the most basic relationship in an ecosystem, the
link between predator and prey, which determines if and when a species is

controlled by bottom-up or top-down forcing.

Time delays in a negative feedback loop may create situations in which
top-down forcing, usually not considered a force in structuring marine
populations (Steele 1998), may be important in understanding the long-term
dynamics of a species. Positive feedback may accelerate population or
individual growth so that small differences in initial growth rates may create
large observed differences at a later time. Small changes in external
conditions, such as the change in timing of a plankton production peak may
disrupt feedback and cause a regime shift in a biological system (Mackas et al.
1998).
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If ecosystem forcing functions, such as primary production or heat input,
were constant in an ecosystem, every element would eventually reach a stable
equilibrium. In such a system, a definition of carrying capacity would not be
necessary. If the system did not change, the most simple explanation, “There
are x tons of species y,” would be sufficient. No dynamic equations with stable
points would be required. In other words, carrying capacity is a kind of paradox:
it is a description of a stable equilibrium point in a system that is only
meaningful if the system is not able to reach that stable equilibrium (Levins and
Schultz 1996).

On the other hand, a living and changing system makes carrying
capacity a useful concept, but only if the functions determining the system vary
with time—in other words, if the “stable” carrying capacity is a moving target,
and varies with time. But if carrying capacity of a species is a state variable
rather than a constant parameter, it cannot be considered as a stable point for a
species’ biomass. So why do models or ideas of ecosystems include carrying
capacity as a concept at all?

Part of the answer lies in the incomplete nature of model descriptions,
which may create a simple structure. Processes affecting state variables
outside of the model structure are’ considered “stochastic” or unpredictable.
Carrying éapacity in this case is the value which the system returns to after

such a perturbation.

The natural time scale and relative amplitude of perturbation may differ
for different species, giving rise to the concept of ‘r-selected’ or ‘K-selected’
species. ‘r-selected’ species are adapted to undergo lérge fluctuations away
from carrying capacity and subsequent rapid recovery, while ‘K-selected’
species are adapted to minimize the effect of fluctuations in forcing and remain
near their stable equilibrium.
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In 1993, the North Pacific Marine Science Organization (PICES) and
Global Ocean Ecosystem Dynamics (GLOBEC) formed a Climate Change and
Carrying Capacity working group (CCCC), with the goal of increasing
understanding of the mechanisms that control the carrying capacity of fish
species. The group took a broad view of carrying capacity as a working
definition:

“Carrying capacity is a measure of the biomass of a given
population that can be supported by the ecosystem. The carrying
capacity changes over time with the abundance of predators and
resources (food and habitat). Resources are a function of the
productivity of the prey populations and competition. Changes in
the physiéal_and biotic environment affect the distributions and
productivity of all populations invoived.” (U.S. GLOBEC 1996)

While the term “supported” in this definition is unclear, it probably refers
to the biomass of the population at the aforementioned stable equilibrium. A
more interesting feature of this definition is the implicit notion of the time scale
of change. - The definition implies that while carrying capacity may change over
time, its change is on a time scale which allows the population to track it.
Without a definition of the time scale, it is not possible to tell how much a
population is affected by the existence of a maximum limit to production. In
order to understand the nature of the carrying capacity of a species, a modeler
must provide a description of the mechanism which returns the species to
carrying capacity when the species is perturbed from its equilibrium.

When the value of state variable in a system influences its rate of
change, such a mechanism is known as a feedback loop. In a positive
feedback loop, a variable’s rate of change increases as the variable itself
increases: exponential growth is an example of positive feedback. On the other
hand, a rate which slows as the state variable increases is a negative feedback

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



59

loop. In population ecology, a feedback loop affecting the population numbers
or biomass is known as a density dependent mechanism. Density-dependent

biological mechanisms are required for carrying capacity to exist.

One critical aspect of this description is its time scale relative to the
change of system parameters: if the carrying capacity of a system changes
faster than a species can track it, the density dependent mechanism does not
have a strong influence on biology, and density-independent processes will be
more important to measure. Further, as implied by the use of the two terms
“food and habitat” in the definition above, there may be multiple density
dependent mechanisms affecting the rate of change of a population. There
may be multiple bottlenecks which act to determine a “final” carrying capacity.

Each negative feedback loop may represent competition within a species
for non-renewable resources (such as habitat) and renewable resources (such
as prey). This split is defined specifically in the GLOBEC definition of carrying
capacity, and the two types of resources require different modeling techniques

(Berryman et al. 1995).

Again, the time scale of change is important, especially if different
bottlenecks occur at different levels of the biological hierarchy. It is the
hierarchy inherent in ecological systems which define the nature and time scale
of both positive and negative feedback.' A fundamental aspect of a living
hierarchy is the existence of feedback—both positive and negative—across

* scales. The hierarchy of a living system begins with chemical and cellular
processes, which are first grouped into individuals, and then on into
populations, species, and ultimately' ecosystems (Allen and Starr 1982). The
structure of any given feedback loop depends on the interplay of hierarchical

elements.

A prime example is seen in the case of density dependent foraging. A
population of fish in a single area will consume zooplankton to grow, which will
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decrease the population of zooplankton, thus slowing the growth rate of the fish
when there are more of them. This simple idea can be modeled by a single
negative feedback loop for the biomass of the fish. However, the actual
decrease of prey occurs on a smaller level of the hierarchy, with an individual

fish consuming one or more zooplankton.

What are the implications of a feedback loop which acts through muitiple
levels on a hierarchical structure? If there are multiple bottlenecks, the time
scale of each one may determine which one is dominant in determining carrying
capacity. Moreover, the interactiﬁg elements of feedback loops occurring on
different hierarchical levels may create a situation in which internal
reorganization of the system might occur on a scale between the shorter time
scale of “fast” density dependent feedback loops and “slow” changes in abiotic
forcing functions which makes the calculation of a meaningful carrying capacity
difficult.

For example, if the prey of a fish population remains stable for a long
period of time, then suddenly drops, the “instantaneous” result may be an
increase in the mortality rate of fish due to starvation, leading to a lower carrying
capacity as determined by the density dependent predator/prey interaction. If
the prey remains low for a long period of time, however, secondary changes
may occur—the fish may grow more slowly, reproducing later, or they may
decrease egg production overall, which might mitigate the effects of survival.

Such internal reorganizations, which might be represen"ied by a change
in the efficiency of egg production or growth, could not be measured by knowing
the biomass, density, or prey population alone. It is necessary to know either
the frequency and variance structure of the prey biomass relative to the
dyna[nics of the predator, or to measure the carrying capacity by describing
each density dependent process individually and' on the appropriate scale. In
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the latter case, carrying capacity is not an absolute quantity but simply a
framing concept for the total effect of each process.

Biomass, as a state variable of a population, provides an example. The
biomass of a population at any given time, in most general terms, can be
considered to be the sum of all individuals in the population, times the weight of
each individual. In general terms, this can be written as:

n
Biomass =Y 'w,y,,
i=1

where n is the number of individuals, and w; the weighf of each
individual. Because it is not possible to measure the weight of each individual,
frequently the population is divided into a number of cohorts, often distinguished
by the age of the individual. If there are k cohorts in the entire population, with
the number of individuals in each cohort b'eing n;, and the average'weight of an
individual in cohort i being Waygi. the total biomass may be written as:

kk
Biomass =) nw
=1

avg;

Due to the chain rule, differentiating both sides with respect to time gives
us the following:

vy

k k
%Biomass =>.n;-(dw,,, [dt)+> (dn, Idt)-w,
i=1

=1

Carrying capacity, as a stable equilibrium point, implies that the change
in biomass over time is equal to zero. Examining the above equation shows
that this will occur whenever both the sum of (dwavg,-/dt) and (dn/df) are equal

to 0, or when the sums are of equal magnitude but opposite sign. But each of
these rates may depend either on itself or on the other term. The change in
numbers may depend on egg production which depends on individual adult
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weight, and the change of weight may depend on competition for food which-in
turn depends on numbers. » '

2.4.1.3 Carrying capacity for differing life-history strategies
For tractability, many models of carrying capacity have focused on
density dependent mortality (dn/dt = f(n)). This approach is most appropriate
for r-selected species such as anchovies, for whom numerical fluctuations in
birth and death rates may fluctuate more than the weight of an individual. K-
selected species, consisting of smaller numbers:of larger, longer-lived species,
have been modeled by life-history tables which take into account both weight
and numbers as functions' of each other. This requires the collection of data for
. individual animals—this approach has been used most frequently for marine
mammals.

However, recent analyses of the life-history parameters of large numbers
of fish species have led some researchers to suggest a third life history strategy'
which is unique to the ocean (Winemiller and Rose 1992; McCann and Shuter
1997). This strategy, dubbed “periodic,” is a response to environments such as
the northeastern Pacific, which are characterized by large-scale cyclic or spatial

variation as discussed in Section 2.2.

Under the periodic strategy, fish may concentrate on relatively large rates
of somatic growth during poor conditions in order to maximize reproductive
output during “bursts” of good conditions. The reproductive bursts may be
seasonal, occurring at the single best time of the year, or interannual, if good
and bad conditions may be expected to cycle within the lifetime of a single
individual. The periodic strategy is predominant among worldwide commercial
fish stocks (Winemiller and Rose 1992) including groundfish and salmon,
although the semelparous nature of salmon modifies their life history strateéy
somewhat (McCann and Shuter 1997).
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The mathematical models of carrying capacity which have been
developed for r-selected and K-selected species may not be appropriate for
periodic species—models appropriate to each life history strategy are
summarized in Table 2.3 (see Kashiwai (1995) for a review of mathematical
models of carrying capacity). If the bursts occur on a regular, seasonal cycle, it
is meaningless to average or sum the total growth of the species and call it
carrying capacity—it will vary predictably depending on the point of the cycle.
Rather, each bottleneck between birth and reproductive burst must be
quantified separately. In this case, carrying capacity is not a stable point
representing supportable biomass, but the maximum total production of a
species between its birth an-d its burst of reproduction.

If the level of production during one cycle affects the level in the next
cycle (i.e., a spawner/recruit relationship), carrying capacity in the more
traditional sense may be meaningful. However, this carrying capacity
represents a summary measure of a stable periodic cycle rather than a single
stable point. A stable periodic cycle of this type is called a quasi-equilibrium

state.

No single value in this stable cycle could be considered “carrying
capacity” if carrying capacity is defined as an equilibrium point in a dynamic
model. However, an intuitive version of carrying capacity can be divined from a
quasi-equilibrium state; for example, by defining carrying capacity as the
average biomass over some set period of the cycle (such as a year), or defining
it as the maximum biomass “exported” from an equilibrium cycle over that time

period, such as with salmon returning to spawn.

However, it is important to note that such averaging makes it
meaningless to compare directly the carrying capacities of two species, or the
carrying capacity of one species with respect to its ievei of prey. In a cyclical
system, the annual average of two processes occurring on different time scales

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



64

may be weakly connected if connected, at all: the frequency or phase of the two
cycles with respect to each other may be the factor controlling a given seasonal
bottleneck. Additionaily, if two species competing for the same resource have
different cyclical dynamics, quantifying their competition as it occurs through the

prey may be next to impossible.

Finally, it should be noted that difference in time scales between species
means that more global concepts, such as the carrying capacity of an entire
ecosystem given its primary production, are probably not meaningful unless the
definition of carrying capacity is so constrained as to be practically useless.

Thus, in order to examine the “carrying capacity” of a periodic species,
each feedback loop must be untangled in terms of its time scale, hierarchy, and
controlling variables. The data-intensive nature of this operation makes the
dynamics of such fish populations difficult to predict, especially if sampling is
difficult at critical points in its cycle (such as during winter in the North Pacific).

If there are multiple bottlenecks in the cycle which are represented by
multiple feedback loops, the interplay between one and the other may be
extremely complex. If positive feedback loops are incorporated, such as
accelerating growth due to changing prey, the dyriamics may be chaotic and
difficult to predict (Rice 1995). In this case, it is worth asking: what form of
correlation implies density-dependent competition in the food web?

For periodic species, there may be a correlation between body weight
and numbers of fish, implying competition for growth resources. However,
correlation with prey resources may be positive, negative, or non-existent,
depending on the structure of the food chain. Conversely, it is possible that
negative correlation could exist between predator and prey, even in the
absence of food competition among predators (Levins and Schultz 1996). This
situation is discussed in depth in Chapter 5 for the case of the food web of
salmon in the Gulf of Alaska.
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2.4.1.4 Summary

In summary, the intuitive concept of carrying capacity has most often
been translated in models into a stable point for the state variables of numbers
or biomass in a dynamic population equation. A stable point must be
maintained by negative feedback in the equation: both negative and positive
feedback lie at the heart of the evolution of living systems. Two aspects are
important: the time scale of the feedback, and the levels of the hierarchy on
which the feedback occurs. The hierarchical nature allows muitiple, nested
changes, which must be untangled to determine carrying capacity.

However, salmon and other commercial fish species possess a periodic
life history strategy which is more suited to defining a stable cycle rather than an
equilibrium value. While the term “carrying capacity” is useful in its intuitive
sense, the more appropriate question for salmon is “what is the maximum
amount of biomass that a salmon cohort may accumulate between birth and
reproduction?” ’

To answer this question, it is not enough to correlate the production of
prey and salmon averaged over a set time period. Annual rates of primary or
secondary production will not wholly determine a salmon population’s growth.
The temporal scale of each _'density—dependent feedback loop must be
examined separately and in concert. The concept of carrying capacity is
extendable to ecosystems or trophic levels only if the state variables are tightly
constrained and the relative frequencies of external and internal variation are
examined carefully.

Pacific salmon may be the perfect species for which to explore the
concept of carrying capacity as it applies to a periodic species. Their
semelparous nature makes their periodicity absolute: a single quantity of
salmon enter and leave the ocean each year. Moreover, the land-based nature
of data collection for both input (number of smolts entering the ocean) and
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output (number of adult salmon returning to spawn) has enabled researchers to
collect more data on both ends of their ocean life than exists for most other

species.

Careful collection and analysis of salmon during their ocean life thereforé
gives us the best chance to examine the dynamics in individual feedback loops
in this species. Below, | discuss three feedback loops which have been
identified as controlling factors in salmon prodﬁction. This dissertation focuses
on attempting to partially integrate these loops into a broader picture of ocean '
production.

2.4.2 Ocean density dependent processes in salmohids

-In the most general models. of migration for. Gulf of Alaska juvenile
salmon, fish enter the ocean each spring and migrate along the North American
continental shelf, into the Alaska Current, and westward along the Alaskan
coast to the Aleutian Islands before moving south into offshore waters for the
winter (Groot and Margolis 1991). During this juvenile coastal-ocean phase,
ocean mortality of salmon is thought to be the highest of their ocean life (Hartt
and Dell 1986). Environmental variations during the juvenile stage may have
the greatest effect on determining the number of salmon which return to spawn
each year. These processes may “set” the number of salmon returning each
year (Pearcy 1992; Groot and Margolis 1991), given the number of smolts
which enter the ocean, although juvenile freshwater processes may be the
ultimate arbiter of stock size (e.g., Myers et al. 1998D).

The total ocean area over which salmon spread after leaving the coastal
areas will vary by species, stock, and oceanographic conditions. Until their
return migrations 1-56 years later, stocks from North America and Asia mix
substantially. During this period, when mortality is considered to be relatively
low, salmon put on 90-98% of their body weight (Ishida et al. 1998). Variation in
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conditions during this latter period will probably affect individual growth weights
and final body weights more than in the earlier period.

The appropriateness of a conceptual split between an early high-
mortality phase and a later high-growth phase in salmon life history is
suggested in a study of sockeye salmon by Peterman et al. (1999), who found
that sockeye salmon survival rates were correlated between neighboring stocks
but not between distant stocks. This indicates that the factors determining
survival were strongest when stocks were relatively segregated, either in the
freshwater or in the juvenile stages of their ocean life. On the other hand, a
strong correlation in body weight was found between distant stocks, indicating
that factors determining adult growth were important later in their life cycle,

when stocks were mixed on the high seas.

This partitioning of survival and growth into different phases of the
salmon'’s ocean life results in two bottlenecks which may determine the total
production of salmon in a given year. The first, “coastal” bottleneck, may be
the result of density-dependent processes that affect salmon survival, while the
second, “oceanic” bofttleneck, could arise through competition for growth

opportunities.

This model is a simplification, as adult mortality may have density-
dependent aspects, and the transition between the juvenile and adult phase will
differ for many stocks. However, making this “distinction between the two
phases will make the subsequent analysis tractable.

The two feedback loops are shown in Figure 1.3, labeled with the letter a
(density dependent juvenile mortality) and ¢ (density dependent adult growth).
A third feedback loop, labeled ¢, is a positive feedback loop, which is the result
of an ontogenetic shift in prey. The body of the original research in this
dissertation.is a discussion of feedback loops b and ¢, which are first reviewed
in Section 2.4.3 below and then examined fully in Chapters 3-5. Loop a,
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representing density-dependent juvenile mortality, is not examined in detail in
this dissertation, although it is worth presenting some of its details here, as the
“outcome of loop a is a driving input for loops b and ¢, and there have been
decadal changes which have affected this density dependent relationship.

Since the 1976 regime shift, the survival rates of Alaskan and Asian
stocks of salmon have increased dramatically,; while the survival rates of stocks
from British Columbia, Washington, and Oregon have gone down significantly.
The total number of salmon surviving to return to fisheries and spawning
grounds was higher in the 1980s and 1990s than at any other time in recorded
history (Rogers 1999). This pattern of survival is similar to that of thé
zooplankton, which have increased in the Guif and decreased in the California
Current (Francis et al. 1998).

It seems likely, then, that the density-dependent aspect of juvenile
survival may result from competition for food. One study of juvenile sockeye
salmon suggests that a 50% increase in juvenile body length results in a 400%
increase in survival (Burgner 1991). Therefore, the more salmon that exist to
consume the food, the smaller they may grow, and the lower their survival may
be. It is also possible that independent processes, such as freshwater output,
affect juvenile survival (e.g., Cooney 1993; Cooney et al. 1995; Kaeriyama
1996Db).

There are two hypotheses for why juvenile growth and survival are
linked. First of all, predators take a huge toll on juvenile salmohids, and it is
possible that the primary evolutionary pressure on juvenile salmon arises from
the need to sustain a rapid rate of growth in.order to escape predation—larger
juveniles may be more difficult for predators to eat. Secondly, it is possible that
salmon must reach a certain “critical size” before the winter period, in order to
avoid starvation (Beamish and Mahnken 1999). The study of the juvenile phase
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s ongoing in the Ocean Carrying Capacity Program at the Auke Bay
Laboratory, National Marine Fisheries Service, Juneau, Alaska.

2.4.3 Adult ocean growth of salmon

Understanding the mechanisms of Pacific salmonid growth in the open
ocean is a research priority, as historical studies have shown long-term
changes in the final length and body weight-of fish in many salmon stocks.
Specifically, the body weights of salmon have been shown to be falling in recent
decades, in some cases since the 1970s, and in some cases since the 1950s
(Ricker 198i; Ishida et al. 1993; Ricker 1995; Bigler et al. 1996).

Falling salmon sizes cause concemn both commercially and ecologically.
Pound for pound, smaller fish are worth less to humans, both economically and
culturally. Moreover, high salmon body weight is strongly linked to high salmon
fecundity and spawning success, and thus to the health of salmon populations
as a whole (Healey and Heard 1984; Beacham and Murray 1987; Healey 1987;
Kaeriyama et al. 1995). )

The evidence for density dependence in salmon growth is stronger than
evidence for density dependence in salmon survival (Pearcy 1992). Negative
correlations between numbers of fish and final adult return size have been
found in many stocks in both North America and Asia. This inverse relationship
between numbers of salmon and individual body weight, and the positive
correlation between numbers and average age-at-maturity, has been shown
over long and short time scales. The correlations have been noted mostly in
within-species comparisons of pink salmon, sockeye salmon, and chum salmon,
the three species that account for over 90% of total salmon production in the
North Pacific (Rogers 1999).

Most of the studies have been conducted for individual stocks, so it is not
clear if this inverse relationship represents a relationship between or among
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stocks. Negative correlations between salmon body weight and population size
have been reported since the 1930s for Asian and North American pink salmon
(Ishida 1966), and since 1954 for Japanese chum salmon (Kaeriyama 1996a,c).
The relationship between numbers and size of Japanese chum has been noted
in relation to the extreme increases in Japanese hatchery production during the
1980s (Kaeriyama 1996c).

Rogers (1980) reports similar within stock correlations for Bristol Bay
sockeye saimon and chum salmon. Further, Rogers and Ruggerone (1993)
report a relationéhip between numbers and body size of four age classes of
Bristol Bay sockeye salmon over the time period 1957-91, and suggest that the
slope of the relationship, and thus the carrying capacity of the stock, changed
after 1976. -

Fewer between-stock comparisons of a single salmon species have been
reported. Ishida et al. (1993) analyzed several Russian and Japanese chum
salmon stocks and suggested that within-species competition explained 35% of
the variatibn in growth, with the rest explainable by stock-specific or
environmental effects. The other exception is North American sockeye.
Peterman (1987) found a significant negative correlation between numbers of
Bristol Bay sockeye and the size of Fraser River sockeye. McKinnell (1994)
and Pyper and Peterman (1999) found significant covariation in body size .
between the two stocks. '

Conversely, several reports prior to the 1980s found positive correlations
between salmon numbers and body size (Pearcy 1992 p'g. 103). If salmon
survival and growth both increase in response to food supply when salmon
numbers are low, it is possible that, prior to the 1980s, an increase in food
leading to greater juvenile survival would also lead to increased adult body
sizes, mask}ng any density-dependent effects.
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Sweeping, concurrent body size decreases in many stocks occurred
during the 1980s. One survey found evidence of concurrent body weight
decreases from 1970 to 1995 in 43 of 45 surveyed salmon stocks (Bigler et al.
1996). In addition, chum and sockeye salmon, with variable ages of maturity,

‘ héve been coming back older in recent years, suggesting that poorer grbwth
conditions or greater competition require fish to stay at sea longer (Ishida et al.
1993; Kaeriyama 1996¢; Pyper et al. 1999). Therefore, the issue has become of
greater concemn in the last two decades, even as total numbers and biomass of
salmon have reached all time highs.

The reason this has been a concern to resource managers is that never
before have human actions had the potential for influencing salmon preduction
on such a large scale. Hatchery salmon production has increased dramatically
in recent years at the same time that the size-at-age of many salmon species
has been declining. In Alaska, Japan, and Russia, hatchery output has
increased exponentially since the 1970s (Kaeriyama 1996c; Cooney and
Brodeur 1998; Pearcy 1992).

- In addition, there has been considerable concern that large-scale
environmental changes, most notably global warming, may adversely affect the
health of salmon stocks, as warmer waters may limit the range over which
salmon can successfully grow, and changes in ocean circulation may affect the
s_upply of salmon prey. In order to place the magnitude of long time-scale
global change in coritext, it is important to understand mechanisms of growth as
well as correlations between growth and physical ocean conditions (Hinch et al.
1995; Cox and Hinch 1997; Welch et al. 1998).

Itis clear that the climatic changes in 1976 had far-reaching effects in the
Gulf of Alaska. The higher survival of salmon between 1976-1998 may
exacerbate density dependence later in life; however there is evidence that
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density-dependent relationships in salmon growth also change (Rogers 1984).
Further, many stocks did not show a body size decrease until the 1980s.

i However, some decreasing trends have been reported since the 1950s,
. independent of increases in population (Ricker 1995; Cox and Hinch 1997).
Further, there is evidence of long-term periods of increasing and decreasing fish
sizes running back to the 1920s (Ricker 1981). However, as these latter
records are taken from fisheries, they may be confounded by the tendency of
fisheries to target different sizes of fish over time. Multiple changes since
1976—including increased hatchery production, changes in fishing, and
changes in temperature—may confound the analysis of a change in the carrying

capacity of a given stock.

Several major hypotheses have been suggested for the decline in
salmon sizes in recent years: eight possibilities combining fisheries and
environment are discussed by Ricker (1981). The hypotheses concerning size
selective fishing may be true for some stocks, but would not be relevant to the
general trend of decrease across many North American stocks since the 1980s.
Two remaining hypotheses: (1) increased density-dependence due to increases
in salmon numbers; and (2) direct environmental changes affecting growth and
foraging rates, must be considered to determine when and how growth
limitation may be taking pléce in the open ocean.

2.4.3.1 Are adult salmon food-limited in the ocean? The role of food vs.

environment

Given the large body of evidence for negative correlations between
numbers and body weights of salmon, food competition is a likely suspect.
Most stocks of North American Pacific salmon, and many Asian stocks, spend
part of their life feeding in offshore Guif of Alaska waters (Table 2.3). The three
most numerous Pacific salmon species—pink salmon, sockeye salmon and
chum salmon—as well as the less-numerous stocks of coho salmon, chinook
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salmon and steelhead feed in this area. Some stocks, such as central Alaskan
pink salmon and Fraser River sockeye salmon, put on up to 90% of their body
weight in this region while other stocks, for example Bristol Bay sockeye and
Asian chum salmon, depend on food from the region for a lesser but still
substantial amount of their growth (Myers et al. 1996; Ishida et al. 1998; see
Rogers 1986 for an overall review of salmon in the Gulf of Alaska).

Because food overiap is intense in this area, any competition between
populations will be most likely to occur in these waters. Because the relatively
brief spring and summer maturation portion of the salmon’s life cycle accounts
for such a large proportion of a salmon’s growth, researchers searching for the
mechanisms that determine year-to-year variation in salmon body weights have
focused on ocean conditions in the final stages of the salmon’s life cycle.

However, any attempt to quantify potential between-stock food
competition reveals a fundamental paradox in current models of Pacific salmon
carrying bapacity. The offshore region of the Gulf of Alaska is a highly
productive pelagic ecosystem. Calculations of zooplankton biomass and
production, when compared to demands made by foraging salmon, invariably
indicated a surplus of available food. As a result of models constructed in the
1970s, Favorite and Levaestu (1979) concluded that the North Pacific could
sustain ten times the 1970s standing stock of salmon.

Yet during the 1980s and 90s, when the system contained only twice the
total biomass examined by Favorite and Levaestu, salmon sizes declined.
Conservative production estimates, using observed 1980s and 1990s
zoé_plankton and salmon biomass, indicate that adult salmon consume between
0.04% and 0.10% of available annual zooplankton production (Brodeur et al.
1999). Since salmon are the dominant pelagic nekton in the region, it seems
unlikely that this level of consumption would lead to competition for prey and
thus density dependent growth.
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Studies relating zooplankton biomass or production to growth are mixed.
Cooney and Brodeur (1998) found no relationship between zooplankton and
body size in Prince William Sound pink salmon, while Peterman (1987) found
that, if the total number of Fraser River pink salmon were divided by the annual
cumulative available zooplankton measured at Station P, the relationship
between fish per zooplankton and fish body weight was significantly negative
with an r? of 0.74 between the years 1957-77. .

Indirect evidence suggests that between-species competition for food
occurs in the open ocean. Studies of the diets of pink and chum salmon in the
Bering Sea show that during years of high pink abundance, chum salmon
switch diets from energetic zooplankton (favored by pink) to less-energetic
gelatinous material (Tadokoro et al. 1996). The fact that this adaptation exists,
and that chum salmon have evolved a gut specialized to digesting this lower-
energy food, suggests that between-species competition has been a major
evolutionary consideration for saimonids {(Welch 1997).

To reconcile this lack of direct evidence of prey limitation with the
observed lower salmon growth during periods of high salmon numbers, several
hypotheses have been put forth:

e First, it is possible that density-dependence is only a factor in the iast few
weeks of ocean growth, as salmon are once again entering coastal waters
(Rogers and Ruggerone 1993). However, this does not explain the
correlation in body size seen between widely separated stocks (Peterman et
al. 1999). '

e Second, competition for food in the winter may be a limiting factor to overall
growth. Information on the winter feeding of salmon is limited, and
zooplankton standing stock decreases substantially in the winter (Boyd et al.
1995a). Competition between salmon may be most intense during this time.
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e Third, it is possible that physical factors such as water temperature, which
vafy between climatic regimes, may directly affect growth rates by
influencing salmon physiolqu (c.f. Murphy 1995). If this last theory is true,
the apparent density-dependence is not a direct cause and effect, but rather
two independent aspects of climate change affecting fish production at
different times.

This third hypothesis has garnered attention in recent years, especially in
light of the threat of global warming. Sea surface temperatureé in the Gulf of
Alaska have increased since the 1980s, at the same time that salmon numbers
have increased and salmon body weights have gone down. Some multiple
regression analyses have found that salmon numbers and sea surface
temperatures are independently and negatively correlated with salmon body
size. Significant multiple regressions have been reported in chum salmon
(Ishida et al. 1993) and Bristol Bay/Fraser River sockeye salmon (Rogers and
Ruggerone 1993; Hinch et al. 1995; Adkison et al 1996; Cox and Hinch 1997;
Pyper and Peterman 1999).

These multiple regressions bring up interesting possibilities in terms of
carrying capacity. The physiological connection between salmon growth and
water temperature is complex and nbnlinear. While temperature may not have
a large direct effect on instantaneous growth rates, it may change the
profitability of foraging under different levels of competition. The direct
physiological connection between water temperature and salmon feeding may
cause density-dependent relationships to change in unpredictable ways with
each regime shift.

- To assess this possibility, the physiological effects of water temperature
on salmon must be compared to the range of natural variability of food
resources. A type of model used in this dissertation, bioenergetics, predicts
growth rates based on the temperature and the amount of food eaten by a fish,
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calibrated by laboratory experiments (Hewett and Johnson 1992). Salmon
growth is a complex, nonlinear function of the type and amount of food eaten,
energy expended to catch the food, and water temperature. In some cases,
warmer temperatures may be better or worse, depending on the amount of food
available and the effort required to obtain such food.

Finally, it is necessary to consider the food web as a whole. All food
webs contain simplifications and aggregations of muitiple trophic . levels.
Simplifications are necessary in order to make food web analysis tractable.
Salmon diet (reviewed in the next chapter) may involve complex interactions
between multiple prey types: before drawing conclusions with correlation
between zooplankton and salmon, it is important to consider if the correlations
capture the behavior of the all of the important prey types. If salmon shift their
feeding from one trophic guild to another as they grow, relatively minor and
subtle density-dependent growth effects in early life history may magnify to
large differences in adult body size.

2.4.4 Summary

Is there an overall limit, or carrying capacity to the amount of salmon that
the Gulf df Alaska can produce? If so, is the ecosystem near t_hat limit, and are
hatchery-produced fish depleting Alaska Gyre food supplies, and thus having
adverse effects on the overall ecosystem? And how do cycles in climate control
affect carrying capacity from year to year?

It is important, in answerir{g these questions, not just to find correlations
between environmental conditions and biological responses, but to understand
the meghanisms behind them. The fundamental nature of fluctuations in the
ocean has been characterized as being consistent with a type of variation
known as “red noise” wherein the amplitude of variation is inversely proportional
to its frequency (Steele 1991). In other words, the longer time period over
which you look for change, the greater the changes you observe. One
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consequence of this is that a correlation between, for example, sea surface
temperature, or a test fishery, and actual fish biomass may suddenly and
dramatically change: such a change may have led to the failure of managers
and scientists to predict low runs of Bristol Bay sockeye salmon in 1997 and
1998 (Kruse 1998).

Without understanding the mechanisms behind such a change, there is
little hope of predicting or even recognizing it once it occurs, especially if the
unexplained mechanisms between the environment and fish are moderated or
amplified by the presence of feedback.

Synthetic correlative models suggest that both water temperature and
density dependence are important factors for salmon growth. Both may have
had a role in the decreasing size of salmon in the 1980s and 1990s Repeated
reports of negative correlation between the population size (in numbers of fish)
and individual body size of specific salmon stocks imply that density-dependent
adult growth occurs in the open ocean. However, attempts to pinpoint density-
dependent mechanisms based on resource limitation have turned up mixed
results. Specifically, comparisons of available forage in ocean waters with the
metabolic demands of growing salmon have generally implied that there is
“plenty” of food available for salmon, and that densitv-dependent observations
must either be coincidental, inverse correlates of climate variation, or the results

of near-shore processes occurring during the final weeks of salmon migration.

Ocean carrying capacity, as an intuitive concept, is an important
management issue. Salmon management policies should be reviewed in light
of this limitation especially as hatchery fish, and smaller fish in general, are
seen as less valuable both commercially, ecologically, and culturally to the

peoples of the North Pacific rim.

The “carrying capacity” of salmon, as measured by the total biomass
returning to spawning grounds and fisheries each year, must be considered not
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only in terms of the number of fish, but also in terms of the size and health of
individual fish. In addition, if smaller stocks are harmed at the expense of larger
stocks, a “total carrying capacity” based management approach might not make
sense (Mobrand et al. 1997). The consideration of ocean conditions in salmon
management may require a more flexible style of thought (Bisbal and
McConnaha 1998). )

High hatchery production, which pumps tremendous numbers of juvenile
fish into the ocean, may result in larger numbers of smaller, less healthy and
less commercially valuable fish, even during times when the ocean generally
favors salmon growth. As salmon stocks have increased in number, salmon
adult body sizes have generally decreased, and the age-at-return in many
stocks has risen. This may be a contentious issue in terms of hatchery
production, as an increasing proportion of overall salmon stocks has been made
up of lower commercial value hatchery fish.

Correlations have also been drawn between water temperature and
salmon size and distribution. While these relationships may have some
predictive strength, it is important to understand the mechanisms through which
environmental variation affects fish, so as to be able to understand the
ecosystem’s potential for change. '

Studies of salmon growth on the open ocean have, to date, generally
lacked the data to model the complexity of variation in the food web in the open -
ocean. In one sense, the generalist nature of salmon, feeding as omnivores on
multiple trophic levels, has been taken to be a stabilizing influence on salmon
growth. However, if the trophic levels differ substantially in nutritive content,
distribution, or trophic linkages, variation in salmon prey relationships across
time and space could play a large role in determining salmon growth.

The overall increase in North Pacific salmon production since 1976
raises some serious concerns. First, the prospect of a reverse regime shift, and
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retum to lower salmon production, is both likely and important to predict.
Second, if long-term cycles between good and bad ocean years are predictable
and independent of fisheries limits or freshwater enhancement efforts, these
cycles should be incorporated into the philosophy of salmon management.
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Table 2.1. North Pacific oceanographic domains and boundary definitions.
MAJOR REGIONS WITHIN DOMAINS BORDER DEFINITIONS
DOMAINS '
STG:
Subtropical Gyre
' STG/STTD:
SUBTROPICAL 35.0psu isohaline reaches surface
DOMAIN STTD:
Subtropical Transition Domain
STID/TZ:
34.6psu isohaline reaches surface
Subarctic Boundary (SB) occurs -
;g/:ll;SITlON in TZ where 34.0psu isohaline
reaches surface
TZ/ SATD:
33.8psu isohaline reaches surface
SATD:
SUBARCTIC Subarctic Transition Domain
DOMAIN ) SATD / SAG:
33.0psu ischaline reaches surface
SAG:
Subarctic Gyre
SC:
Subarctic Current
SC/R:
4°C isotherm rises from below
300m in the SC (south) to above
100m in Ridge
Ridge/WSW:-
Ridge Domain influenced by .
WHITHIN western subpolar waters
NORTH- ‘ Tmin:
EASTERN Latitudinal sea surface
SUBARCTIC temperature minimum (summer)
DOMAIN Ridge/Gyre

Ridge Domain influenced by
central gyre waters

AS/C:
Alaska Stream or Current

R/AS:

4°C isotherm descends from
above 100m in Ridge (south) to
below 300m
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Table 2.2. ~ Frequencies of variation found in time series analyses of climatic and biological
variables.

(a) From Ware (1995) analysis of Gulf of Alaska wind speed, British Columbia air
and sea temperatures, and sea level pressure in the Guif of Alaska. Columns
indicate four modes of oscillation—quasi biennial (QBO), El-Nino Southem
(ENSO), Bidecadal (BDO) and very low frequency (VLF). Numbers indicate
period of detected cycles in years.

QBO ENSO BDO VLF
WIND 2 55 21 50
BC Air Temp 2-3 57 25 50
BC Sea Temp 3 5 - 22 72
SLP at 55, 155 26 6.7 13.3
(b) From Conversi and Hameed (1997) analysis of zooplankton density at Station P

and the North Pacific index. Percentage indicates percent of variation explained
by each frequency. The time series was not long enough to detect BDO or
longer period cycles.

1956-1980 (24 ANNUAL & Pole Tide QBO (24 “ENSO”

years) Harmonics (1.1 years) years)
Zooplankton 57% . 5.9% 1.1% detected
NPI 60% 2.3% 0.67%
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Table 2.3. Carrying capacity modeling techniques for r-selected, K-selected, and periodic
species. .
Property r-selected K-selected Periodic
. Slow development
Rapid, emphasizes _Slo_w_, emphasized followed by “bursts” of
Growth rate . individual -
numerical growth development numerical growth
P (spawning)
Biomass-dynamics Life-history tables Seasonal processes—
Modeling models with varying . trackin or%( ' stock/recruitment and
techniques carrying capacity indivi dgal S density-dependent
(dynamic habitats) growth

Marine examples

Anchovies, sardines

Sharks, marine
mammals

Gadidae, salmon
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Table 2.4. Stocks of salmon in the offshore Gulf of Alaska waters. Oncorhynchus species
tagged in the region shown in Figure 1.1 have returned to fisheries in the areas
indicated below. Winter data is poor due to low tagging effort, while fish from
Asian areas such as Russia may be underrepresented due to low tag recovery
rates. Data is from Myers et al. (1996). * indicates presence, ** indicates
hypothesized primary distribution area the majority of species and stocks.

Prior to spring of

Spring of maturation

Summer of

maturation year maturation year

Western Alaska * = -

(Bristol Bay)

Central Alaska "= w* =

Southeast Alaska . . =

British Columbia ** - -

Washington . * * *

Oregon, California * - -

Japan * * -

Russia * * -
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Long term abiotic and biotic
variation (e.g., regime
shifts, other predators).

Seasonal diet

modification.
Annual and local I l T
temporal and spatial - -
variation in abiotic —»| “Instantaneous
water conditions. growth rate of
aduit salmon.
Local prey
abundance. Local or
seasonal prey
depletion.

Saimon population size

(numbers) mainly
P> determined by processes

during juvenile stages.

+ * . Result: Year to year

Density-dependent variation in measured
juvenile mortality. adult salmon final body
weights.

Figure 2.1. /}spects of salmon carrying capacity reviewed in Chapter 2 are shown by bold
Imes._ See Chapter 1 for an explanation of this conceptual model of salmon
carrying capacity.
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Figure 2.2. Oceanographic regions of the North Pacific. Arrows indicate current flow: the
width of arrows shows the surface extent of currents rather than the volume of
flow. The names of some currents and the circulation in marginal seas is omitted
for clarity. (A) and (B) refer to the Western and Eastern (Alaska) Subarctic
Gyres, respectively. Dashed lines suggest the approximate locations of
transitional fronts. The three north/south dotted lines indicate the 145°W, 170°W,
and 165°E transect lines shown in Figures 2.3-2.5.
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Figure 2.3. A transect along 145°W of the upper 1000m. (A) water temperature (°C) in
December; (B) water température (°C) in July; (C) year-round upper 300m salinity
(practical salinity units). Conditions represent long-term averages (World Ocean
Atlas 1994). Shaded regions in (A) and (B) show water colder than 4°C. Dark
shaded areas in (C) are the subtropical (south) and subarctic (north) gyre
regions, while light shaded areas show subtropical and subarctic transition
(frontal) domains. White area in (C) indicates the Transition Zone. Specific
boundaries are shown between selected regions listed in Table 2.1.
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Figure 2.4. A transect along 170°W of the upper 1000m. (A) water temperature (°C) in
December; (B) water temperature (°C) in July; (C) year-round upper 300m salinity
(practical salinity units). Conditions represent long-term averages (World Ocean
Atlas 1994). Shaded regions in (A) and (B) show water colder than 4°C. Dark
shaded areas in (C) are the subtropical (south) and subarctic (north) gyre
regions, while light shaded areas show subtropical and subarctic transition
(frontal) domains. White area in (C) indicates the Transition Zone. Specific
boundaries are shown between selected regions listed in Table 2.1.
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Figure 2.5. A transect along 165°E of the upper 1000m. (A) water temperature (°C) in
December; (B) water temperature (°C) in July; (C) year-round upper 300m salinity
(practical salinity units). Conditions represent long-term averages (World Ocean
Atlas 1994). Shaded regions in (A) and (B) show water colder than 4°C. Dark
shaded areas in (C) are the subtropical (south) and subarctic (north) gyre
regions, while light shaded areas show subtropical and subarctic transition
(frontal) domains. White area in (C) indicates the Transition Zone. Specific
boundaries are shown between selected regions listed.in Table 2.1.
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Figure 2.6. Oceanographic regions in the northeastern Pacific Arrows show current
movement while shaded areas show oceanographic regions. Boundaries
between regions are general and not specific to the locations shown on the map.
See text for defining characteristics of the regions.
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Figure 2.7.  An enlargement of July sea surface temperatures from Figures 2.3-2.5 from 44°-

58°N latitude, for (A) 165°W; (B) 170°W; (C) 145°W. Specific boundaries are
: shown between selected regions listed in Table 2.1.
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Figure 2.8. The seasonal cycle of the northeast Pacific water column near Ocean Station P,
showing changes in the seasonal mixed layer. After Tully (1965).
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Figure 2.9. Autotrophic and heterotrophic production in the Alaska Gyre food web leading to
p

mesozooplankton, in (A) winter and (B) summer, from sampling near Ocean
Station P. Values in boxes represent 0-80m standing stock, while numbers in
parentheses show the relative carbon requirements for each stock (assuming
identical turnover times). Modified from Boyd et al. (1995a).
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3 Micronektonic squid in the diet of northeastern Pacific

saimon

3.1 Introduction

Many stocks of Pacific saimon retuming to North American and Asian
ﬁsheri_es and spawning grounds put on a large proportion of their body weight in
the offshore, or oceanic region of the Gulf of Alaska (Figure 1.1). In this broad
area, between April and August during their final year at sea, an individual North
American salmon may put on 1000-1500 g of somatic and gonadal growth, or
50-70% of its final adult weight (Ishida et al. 1998). Therefore, variation in the
food web dynamics of this region may have a profound effect on salmon growth
and migration patterns.

In this chapter, | re-analyze data from food habits studies conducted in
~ the 1950s, 1960s, 1980s and 1990s in order to bring more detail to the
geographic and seasonal changes of squid in the salmons’ diet, and to
elucidate the relative importance of salmon body size for determining foraging
response and different densities of squid in the surface waters. | analyze
micronektonic squid abundance through the re-examination of stomach
contents data from over 11,000 pink, sockeye and coho salmon caught in the
offshore Gulf of Alaska. This analysis is structured around two issues:

1. | consider the foraging behavior and trophic position of oceanic pink,
sockeye, and coho salmon as a function of body size, especially for
maturing fish between April and August. My goal is to describe the
changing functional response between salmon. and squid, given salmon
species and body weight (Figure 3.1).

2. After correcting for the body weight and salmon species biases, | use the
binary presence/absence data for squid to provide an index of squid
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density at each sampled .Iocation. In considering the statistical design,
my hope is to develop an index that, for a reasonable range of squid
abundance, represents a catch-per-unit-effort which is proportional to
actual squid density.

These analyses set the stage for later chapters, in which | describe and
present data on the local interactions between mesozooplankton, squid and
salmon in the Gulf of Alaska (Chapter 4), and on the implications of squid
“variation on the bioenergetic growth potential of salmon in the ocean (Chapter
5). The results from both of these modeling exercises lead to predictions of
ecosystem and salmon carrying capacity changes in response to climate
changes at the population level.

3.1.1 The food habits of adult salmon in the northeastern Pacific

ocean

Pink salmon (O. gorbuscha), sockeye salmon (O. nerka), chum salmon
(O. keta) and coho salmon (O. kisutch) are the most abundant salmon in the
oceanic waters of the Gulf of Alaska. These four species are the most
numerous Pacific salmon overall, making up over 99% by numbers of the
estimated 1991-97 North Pacific salmen catch and escapement (Rogers 1999).
In Gulf of Alaska research gillnet fishing between 1993-98, these four species
represented 97% of salmonids caught during surface operations (0-10 meter
‘depth). Chinook salmon (O. tschwatscha) and steelhead trout (O.‘ mykiss)
made up the remaining 3% of salmonids caught during this time period (Myers
et al. 1998a).

Previous studies of the food habits of post—ju\zénile salmon (ocean age .1
or older) in the offshore waters emphasize that salmon are generalists, feeding
on.multiple trophic levels of mesozooplarikton anc micronektonic fish and squid
(Figure 3.2; Allen and Aron 1957; Ito 1964; LeBrasseur 1966, 1972; Pearcy et
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al. 1988). However, the relative magnitude of the flows represented by each
arrow in Figure 3.2 may vary substantially in time, space, and with the species
" and body weight of the salmon. '

Zooplankton and micronekton communities are patchy and may vary
substantially from region to region. It is not practical or necessary to track the
variation in each genus of prey when considering the effect of variation on
salmon growth. However, oversimplification is not desirable if variation in the
food web will create differing opportunities for salmon. The degree of food web
complexity used in analysis should reflect differences in the cost and benefits of
foraging and digestion and the flow of energy in the food web as a whole. This
suggests dividing prey into differing guilds based on both nutrition and trophic
level.

3.1.1.1 Defining prey guilds by foraging modes

Salmon foraging modes, trophic level, and nutrition are tightly linked.
Experiments and models of fish foraging behavior consistently define two types
of feeding modes in fish: planktivorous and piscivorous. Piscivorous animals in
the open ocean are more appropriately called “nektivorous,” as piscivory may
include the consumption of équid and other nekton.

The difference in foraging behavior, rates, and strategies required for
catching drifting plankton versus catching free-swimming nekton have been
shown repeatedly, especially for predators in lakes (see Breck (1993) for a
review). One critfcal difference between the two foraging modes is the
importance of predator gape in determining foraging success (Table 3.1).
Piscivorous fish swallow large prey whole, and therefore are limited to a
maximum prey size by their gape.

A third mode of foraging, on gelatinous zooplankton such as salps and
ctenopores, is little explored. Gelatinous prey are extremely low in caloric
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content, and may digest extremely quickly in the gut, thus making their
presence difficult to detect. The size of gelatinous species may make gape
limitation and contrast important in determining consumption rates, but their
free-swimming nature would make search rates for gelatinous zooplankton

more like other plankton.

Based on this difference in foraging modes, salmon prey in this
dissertation are first divided into 3 categories: nekton, Zooplankton, and
gelatinous zooplankton. Further, nekton are divided into fish and squid, due to
their differential geographic distribution. While fish are extremely important prey
items for salmon in coastal waters, they are less numerous in salmonid diets off
of the continental shelf (LeBrasseur 1966).

it is difficult td decide how mesozooplankton should-be subdivided for
analysis. Zooplankton found in salmon stomachs in the Gulf of Alaska include
copepods, euphausiids, ptercpods, amphipods, decapods, polychaetes, and
chaetognaths (Pearcy et al. 1988). Based on size and energy content,

- copepods and pteropods are the smallest and least energy-dense, while
polycheates and cheatognaths are the largest: therefore thesé have been

placed in separate categories.

Euphausiids and amphipods, however, may vary in size and energy
content between the two groups. This variation may be by species or maturity
status. Based on visual observations of dominant prey sizes during the 1990s, |
placed these species with the smaller mesozooplankton. While Pearcy et al.
(1988) emphasize the importance of aduit euphausiids (krill) in salmon diet,
there is not enough distinct data to consider them separately from the other
plankton.

The five categories of prey in the offshore Gulf of Alaska distinguished in
this dissertation are shown in Table 3.2 and are as follows:
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1. Mesozooplanktbnic species of crustacea, mollusca, and larval fish. This
includes copepods, pteropods, juvenile and adult euphausiids,
amphipods, larval fish, larval decapods, and larval cephalopods. Their
defining characteristic is their size of <2 ¢m total length, although some
euphausiids and amphipods found in salmon stomachs may oécasionally
exceed this length. Traditionally, smaller mesozooplankton are called
“herbivorous™ although they are primarily feeders on microzooplankton in

the Gulf of Alaska.
2. Gelatinous zooplankton, primarily salps.
3. Micronektonic (non-larval) fish. Threespine sticklebacks (Gasterosteus

aculeatus) and myctophids are the two most common taxonomic groups

found, with a size range of 2-10 cm.

4. Micronektonic squid of the family Gonatidae. In the offshore Guif, the
most abundant of the squid species is Berryteuthis anonychus, making
up over 90% of non-larval squid found in salmon stomachs.

5. A tiny percentage of the remaining salmon food in this region includes
the larger "carnivorous" zooplankton such as polychaetes, pinnaed
shrimp, and chaetognaths. These species do not occur in_salmon
stomachs in high enough quantities in the Guif of Alaska to be included
in analyses in this dissertation.

Salmon may be either planktivorous or piscivorous. Their foraging
strategy will vary by salmon species, body size, geography, season, and prey
abundance.

The trophic triangle between salmon, squid, and zooplankton may be a
key structuring element of the ecosystem with respect to salmon growth and
carrying capacity. Squid are potentially both a competitor to and a food source
for salmon. Adult squid are generally higher in caloric density than are.
zooplankton (Table 3.2), while at the same time consuming lower trophic level
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resources. Therefore, squid in salmon foraging areas may compete with
smaller salmon which are unable to consume squid, and at the same time
provide a high energy food source for larger salmon. The type of species
interaction is known as intraguild predation (Rice 1995), and may lead to
complex interactions between species.

Several food web mvodels have been constructed to compare
zooplankton production to salmon production for the Gulf of Alaska (e.g.,
Favorite and Levasteau 1979; Sanger 1972). More recently, individual-based
models which attempt to link zooplankton denéity directly to salmon growth
have also been constructed (Rand et al. 1997). Due to paucity of information
on squid abundance, none of the quantitative approaches have c!osély
examined the interaction between the two distinct trophic levels of salmon prey.

3.1.2 Qualitative description of variation in salmon prey across the
subarctic North Pacific

3.1.2.1 Variation in diet between salmon species

Ito (1964) and LeBrasseur (1966) summarize some of the between-
species differences in summer salmon prey in the northeastern and
northwestern Pacific Ocean. They found that pink salmon and sockeye salmon
are the most opportunistic species with regard to trophic level, feeding on squid,
fish, and several families of mesozooplankton shown in Figure 3.2. Coho
salmon specialize on squid. Steelhead and chinook also feed on this higher

-trophic level. Fish, while present in coho, chinook, and steelhead stomachs, or
in greater quantities near the continental shelf, are less common in salmon diets
in the Gulf of Alaska. This general food web has been confirmed by studies in
the 1980s (Pearcy et al. 1988) and the 1990s (Myers et al. 1998a).

Chum salmon possess a radically different feeding ecology, consuming
very little squid while feeding on gelatinous zooplankton and mesozooplankton.
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It has been suggested that the chum's specialized gut is adapted to feed on the
lower-energy gelatinous material, and it is possible that competition for food
between salmon species has led to this adaptation (Tadokoro et al. 1996,
Welch 1997). A stable isotope analysis conducted on fish and prey from this
area generally agrees with this trophic partitioning (Welch and Parsons 1993).

3.1.2.2 Geographic variation in summer saimon diet from west to east

Salmon prey varies from west to east across the Pacific, and also by the
oceanic domains described in Chapter 2 (Table 3.3). In the northwestern
Pacific Gyre, pink and sockeye consume similar quantities of fish, squid and
euphausiids; coho diet is predominantly squid, and chum diet is mostly
pteropods and euphausiids (Ito 1964). Allen and Aron (1957) report that
copepods made up over 50% of sockeye and pink salmon diets in this area.

Myers et al. (1998a), describe food habits in the central North Pacific,
along 180° longitude, for the months of June and July, from 1991 to 1998. They
subdivide analyses into Transition Zoﬁe, Transition Domain, Subarctic Current,
Ridge Domain, Alaska Stream and central Bering Sea waters (Table 2.1). Only
coho and chum were captured in the Transition Zone; in the Transition Domain,
steelhead and pink were also captured; in the Subarctic Current, all species of
salmon except sockeye were plentiful. In the Ridge Domain and Alaska Stream,
coho, chinook and steelhead were less common, but sockeye, chum and pink
were plentiful. In contrast, in the Bering Sea, sockeye, chum, pink and chinook
salmon were found, whilst coho and steelhead were rare.

~ In the Transition Zone, coho fed entirely on fish, while chum fed mostly
on gelatinous materials, with some fish in their diets. In the Transition Domain,
chum fed on gelatinous zooplankton and chaetognaths, coho salmon diet was
almost entirely squid, with some fish and crustaceous zooplankton included.
Pink salmon have a very diverse diet here, feeding on mesozooplankton,
chaetognaths, squid and fish. In the Subarctic Current, the rarer séckeye fed
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almost entirely on squid, as did pink, coho, chinook and steelhead, although
steelhead also fed on fish and pinks also fed on mésozooplankton. Chum

continued to feed almost entirely on gelatinous material and chaetognaths.

In the Ridge Domain, sockeye, chum and pink feed largely on the
mesozooplankton groups of euphausiids, copepods, amphipods and pteropods,
although some squid were present in sockeye and pink diets. In the Alaska
Stream, the diets of sockeye, pink and chum were also diverse among
mesozooplankton, squid and fish. .Finally, in the central Bering Sea, sockeye
and pink fed on mesozooplankton, squid and fish in similar quantities, while
chum additionally fed on gelatinous material. Euphausiids were the dominant
mesozooplankton. Chinook diets were similar portions of euphausiids, squid
and fish. It should be noted that squid in the Bering Sea and northwestern
Pacific Ocean wefe probably not the monoculture of Berryteuthis anonychds
observed in the northeastern Pacific.

LeBrasseur (1966) divides the Guif of Alaska into the following sections:
coastal, Alaska Stream, offshore sub-arctic and transitional waters. In the
coastal Gulf of Alaska, fish and euphausiids were principal prey items of all
sampled salmon species. However, in the Alaska Stream, fish were
predominant, although chum were also reported to consume pteropods, while in
subarctic waters, all species except chum consumed squid as their primary diet.
In transitional waters, by contrast, feeding was poorer, and consisted primarily
of euphausiids and amphipods for pink and sockeye, and squid for coho. In
these studies, material from chum stomachs was mostly unidentifiable.

Pearcy et al. (1988) further subdivide the Subarctic Region, as defined
by LeBrasseur, into the Ridge Domain and the Subarctic Current. They
describe the food habits of pink, sockeye and coho in the Subarctic Current as
being rich in squid, while pink and sockeye diets in regions north of
approximately 53° N are dominated by zooplankton. Myers et al. (1998a)
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confirm this general pattern of squid being plentiful in the area between 49-52°
North. The distinction between Ridge Domain and Subarctic Current feeding
habits is further explored in Chapter 4.

It should be noted that Pearcy et al. (1984) and Davis et al. (in press)
found that time of day was an important factor in determining salmon prey type
in the Gulf of Alaska and the Bering Sea. This, along with the general patchy
nature of zooplankton, may add complexity to the description above. '

3.1.2.3 Variation in diet based on salmon size, age, and season:
implications of the triangle

Seasonal variation in salmon prey is considerable, but few studies have
been conducted in the winter and early spring in the North Pacific. LeBrasseur '
(1972) described a seasonal pattern in the Gulf of Alaska whereby copepods
were dominant in pink, sockeye and chum diets in the spring, being
progressively replaced with higher trophic levels in the summer. The paper
further reported the importance of salmon body size in determining squid
consumption, mentioning the qualitative observation that larger salmon ate
more squid, especially in sockeye and pink salmon. Pearcy et al. (1988) also
note this difference in pink and sockeye diets by body size. As mulitiple ocean
age classes of sockeye and chum are of different sizes, the diet partitioning
may occur by ocean age class as well.

Because salmon increase in size throughout the spring and summer, it is
not clear from this earlier work whether the seasonal increase in squid
consumption is due to (1) higher squid abundance in the ecosystem in the
summer, (2) the lower abundance of other prey items during this time, or (3), a
salmon’s increasing ability to catch squid as its body weight increases during
the season. In order to construct models that connect variation in salmon
growth to salmon foraging response at varying prey densities, it is impor_'tant to
determine the relative importance of each of these hypotheses.
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Energetics and digestion are important considerations in terms of the
foraging success of salmonids. As shown in Figure 2.3, the maximum growth
rate of a salmon depends on the caloric content of the prey and the effort it
expends in foraging. A salmonid’s gape limits its ability to catch larger squid
and fish (Mason et al. 1998). Furthermore, its efficiency and ideal swimming
speed varies with body size (Ware 1978; Dunback and Ware 1987) As shown
in Figure 3.2 and Table 3.2, nekton tend to be on a higher trophic level, and
more energetically dense (measured in calories/gram wet weight of prey). It is
not clear whether nekton or zooplankton digest more quickly (see LeBrasseur
(1966) and Jobling (1987) for conflicting accounts).

As a salmon grows Iarger, it may become more able to consume the
more valuable prey species, which in turn enables it to grow even more quickly
and capture still more valuable prey. Positive feedback of this nature may be
extremely sensitive to the initial conditions in determining the final adult body
weight. In other words, a slight variation in salmon growth during April may
translate into a much larger variation in later summer growth and therefore in
the final adult body weight. This is especially true for the more omnivorous
species of pink and sockeye salmon. Ifa trophic jump in salmon diets occurs
between zooplankton and squid, it is important to know if this is a function of
season or body weight. In this chapter, | re-analyze salmon feeding on squid
by body weight to address this question.

Foraging models define a functional response between prey density and
predator feeding rate. In order to the calibrate models, estimates of prey
density or biomass are required. Some previous models have correlated
salmon feeding rates with zooplankton abundance in the Guif of Alaska.
However, standard methods for independently sampling salmon are poor with
respect to many species of prey such as euphausiids or micronektonic squid
(W. Pearcy, College of Oceanic and Atmospheric Sciences, Oregon State
University, Corvallis, pers. comm.). |
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The need for reformulating models of salmon foraging to include multiple
trophic levels is especially acute if connections are to be made between climate
change (such as global waming or regime shifts), salmon distribution, and
carrying capacity. Welch et al. (1998) report a strong correlation between sea
surface temperature and salmon distribution, and suggest that a warming sea
surface would restrict salmon to a fraction of their current distribution. As
Murphy (1995) points out, however, salmon habitat quality in the open ocean is
a combined function of the direct physiological aspects of water temperature on
salmon and prey density. [f the prey densities are high enough, salmon will
congregate around oceanographic fronts where prey ’corigregate, such as near
the Emperor Seamounts, regardless of th_e sea surface temperature.

If there is a link between water temperature and salmon distribution in
the Gulf of Alaska, it is possible that the link is indirect, acting through changing
spatial or temporal patterns in prey abundance or composition across these

fronts.

Prey may have cycles which influence salmon, as well. Ito (1964)
reports on an oscillation of squid abundance in salmon stomachs between
even- and odd-numbered years: it is interesting to speculate on the nature of

this cycle with respect to pink salmon and other species.

The relationship between climate cycles, oceanographic fronts, and
micronektonic squid abundance and distribution is not well known. A first step
in this direction might be to quantitatively analyze the change in squid in saimon
diets over time and space, in order to gain an insight into the fluctuations of

squid populations.

3.1.3 Gonatid squid in the northeastern Pacific

The great majority of squid identified in salmon stomachs in the offshore_
Gulf of Alaska are species of the family Gonatidae, a dominant planktivorous
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squid family in the North Pacific. Information on the distribution and abundance
of gonatid squid in subarctic waters is limited, but-their importance in the
ecosystem should not be underestimated. Jefferts (1988) lists 16 subarctic
species endemic to the subarctic North Pacific, and Nesis (1997) places the
total biomass of gonatid squids across the North Pacific at 15-20 million tons,
with a yearly food consumption of 100-200 million tons. They have a shorter life
cycle and a much higher Production/Biomass (P/B) ratio than mesopelagic
fishes—Nesis estimates that while gonatid squid biomass is less than 10% of
the total mesopelagic fish and squid population, they account for 58-67% of the
total annual production of this combined group.

Gonatids play an important role in the diets of fish, seabirds, whales,
seals, and other marine mammals. A Russian commercial fishery exists for one
of these species, Berryteuthis magister, with an annual catch of between 22 and
70 thousand tons. The other North Pacific gonatids are not fished
commercially, although there was a substantial gonatid bycatch in the Japanese
high seas salmon and flying squid fisheries (Nesis 1997; Kubodera et al. 1983).
Gonatids as a whole are highly eurybathic, living in depths from the surface to
1500m (Nesis 1997). |

Midwater trawls in northeast subarctic waters (45-55°N, 130-150°W)
show that seven gonatid species make up 89% by numbers of the squid
population of this area. Four species are dominant: Berryteuthis anonychus
(32% of total squid catch by numbers), Gonatus onyx (21%), Gonatopsis
borealis (10%) and Berryteuthis magister (9.5%) (Jefferts 1988). Of these, the
most highly abundant, B. anonychus, has the smallest adult size, and is the only
species for which the maximum adult mantle length (ML) is small enough to be
consumed by salmon. B. arionychus is a epipelagic, lipid-rich squid with a
maximum ML of 150 mm (Roper et al. 1984). G. onyx, found occasionally in
salmon stomachs, has a maximum ML of 260m'm, while the other species are
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larger still. There are few recorded instances of whole squid with MLs greater
than 150mm being found in salmon stomachs (Aydin unpublished data).

The previously reported range of B. anonychus agrees overlaps with
locations in which they are most abundant in salmon stomachs. They extend
westward from North American continent to.160-180°W, between approximately
40 and 53°N; they occur in the open ocean but are most common over slope
and eastern seamounts (Figure 3.3). Concentrations were observed during the
1980s between 48-53°N at 130-145°W, and the stock assessment conducted
during these surveys placed the biomass in this area at 200-250 thouéand t
(Didenko 1990, reviewed in Nesis 1997). The adult B. anonychus are always
epipelagic, found in waters of 0-200m depth (Nesis 1997). They undergo diel
vertical migrations, moving from 50-200m in the daytime to 0-150m at night.
This is a similar pattern of vertical movement to that hypothesized for salmon in
the open ocean (Walker et al. in press). |

During the month of July at Ocean Station ‘P’ (50°N, 145°W), B.
~anonychus made up 90-100% of a maturing coho salmon’s diet, with this
percentage decreasing farther to the north (Pearcy et al. 1988). It was not
uncommon to find a single salmon stomach containing 100-200 g of this squid
species, up to 3% of the salmon’s body weight. During the summer, very few
non-larval squid of less than ML 60 mm are found in salmon stomachs. Pearcy
et al. (1988) list the size range found in salmon stomachs as being between ML
75-105mm, although during the 1990s July sampling, the size range extended
to ML 140mm with many squid between 100-120mm.

During winter, the B. anonychus caught in trawls and found in salmon
stomachs are smaller, with MLs between 40-60mm (Mori 1995). Year-round, in
the offshore waters of the northeast Pacific it is the only regularly observed (in
>5% of stomachs) food source with individual body lengths greater than 20 mm.
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Therefore, for salmon, the squid represent a discrete jump from zooplankton in
terms of prey size, caloric density, and trophic level.

The spawning habitat of B. anonychus is unknown, but spawning seems
to be year-round with two peaks in February-April and June-September.
Maturation occurs at 60-70mm mantle length (ML)—assuming a growth rate of
10mm per month, their life cycle may be approximately 1 year (Kubodera and
Shimazaki 1989). '

A summer study of 56 stomachs of adult B. anonychus (size range: ML
75-127mm, weight 12-64g) identified sixteen prey types, which included
cepepods, amphipods, euphausiids, ostracods, pteropods, siphonophores, and
chaetognaths. Copepods were in 56% of the stomachs, amphipods in 52%,
pteropods in 40%, and euphausiids in 28%. The species of zooplankton
overlap considerably with those consumed by salmon during the same season.

| The prey weight found in squid stomachs was 0.043-4.21% of squid’ bédy
weight (Lapshina 1988, reviewed in Nesis 1997).

As well as being consumed by salmon, B. anonychus have been found in
the stomachs of many species, including Pacific pomfrets (Brama japonica),
thick-billed murres (Uria lomvia), short-tailed shearwaters (FPuffinus tenuirostris),
neon flying squid (Ommastrephes bartramii), albacore (Thunnus alalunga),
lancetfish (Alepisaurus ferox), Dall's porpoise (Phocoenoides dalli), fur seals
(Callorhinus ursinus), and fin whales(Balaenoptera physalis) Further, there is
evidence that the species is cannibalistic (Nesis 1997).

The interannual variation of B anonychus distribution in relation to
oceanographic properties such as sea surface temperature is not known. They
congregate in rings and vortices associated with fronts and seamounts, and this
last property is an important aspect of their biogeography, in terms of salmon
feeding. As fronts may shift from year to year, determining the correlation
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between these fronts and the squid distribution is important in establishing

changes in salmon habitat potential.

3.2 Calculating an index of squid abundance from salmon food
habits data

3.2.1 Methods

Part of the problem in conducting squid studies is technological—most
direct sampling methods used in fisheries research today are notoriously poor
or are biased at catching micronektonic prey such as small squids. As larger
fish have specifically evoived to catch their prey, it would be extremely useful to
be able to use the stomach contents of catchable predators as a catch-per-unit-
effort (CPUE) index of prey abundance, especially if few prior estimates of prey
biomass exist. Such a technique may provide more information than a human
fishing-based estimation method would provide, as diet studies measure

increases and decreases in prey as it directly affects the predator.

This chapter uses an index of abundance for gonatid squid based on
salmon stomach contents and foraging theory to measure annual and decadal
fluctuations in the summer gonatid squid abundance in the Guif of Alaska. Data
is combined from three sources covering the periods 1956-63, 1980-84, and
1993-98.

3.2.1.1 Preliminary data collection and preparation

Salmon food habits data from pink, coho and sockeye salmon were
combined from studies conducted in the Gulf of Alaska between December and
September during the years 1956-60, 1962-64, 1980-84, and 1993-98. Data
sources, and references to collection methods are listed in Table 3.4. Data
from 1956-64 is summarized in LeBrasseur (1966) and was provided in
electronic format by P. Rand. The original data for 1980s operations,
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summarized in Pearcy et al. (1988), were provided by W. Pearcy, while data
from the 1990s were collected by K Myers, R. Walker, and the author, and are
summarized in Myers et al (1998a).

The majority of the salmon were collected by nighttime surface
(shallower than 10m) gillnet operations. The primary exceptions are between
1962-64, when samples were collected primarily by daytime longline operations,
and for winter and spring sampling in the 1990s, when were collected by both
daytime and nighttime trawling operations. A few longline-caught fish were
included in 1956-60 data. All fishing operations conducted below 10m depth
were removed from the sample.

The study area was restricted to the north and to the east by the edge of
the continental shelf (Figure 1.1). The shelf break was taken to be at 1500m
bottom depth; all samples collected at shallower depths were discarded. The
selection of 1500m as the depth cutoff was based on a visual examination of

“ocean depths and chosen so as to leave abyssal seamount areas in the

analysis.

At the southern edge, most data was collected north of 44°N, aithough
fish caught as far south as 42°N in May 1998 are included. The southern limit
is due both to lack of fishing effort and lack of salmon catch at southern
stations. While sampling occurred as far west as 180°, very few samples were
collected west of 170° W, and this latter longitude was chosen as the western
limit.

The total number of saimon used was 11,654 fish caught during 604
fishing operations. Of these, 5,831 were sockeye salmon, 4,088 were pink
salmon and 1,735 were coho salmon. The spread of operations by sampling
period, latitude and longitude is shown Figure 3.4, and the number of salmon
caught be week and year is listed in Table 3.5. Sampling effort differed in time
and space for each of the studies. Data was collected from May-August from
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1956-60, January and April-July for 1962-64,and June-July for the 1980s-90s.
In addition, a lesser number of fish were collected during December, January,
and May in the 1990s. Spring and summer sampling during the 1950s and 60s
was generally spread throughout the Gulf, while sampling during the 1980s and
90s was restricted to specific transect lines, in particular a line along 145° W
between 50° N and 56° N. )

For each fish, the following information was recorded: Operation, gear
type (gilinet, longline, or trawl), time of day (divided into ‘night’ and ‘day’), week
during year, year, longitude and latitude of gear retrieval (to the nearest minute),
sea surface temperature (°C), salmon species, salmon body weight (to nearest
10g). and presence/absence of non-larval squid in each salmon’s stomach.
Stomach contents data on other prey species are not included in this analysis.

No body weights were available for salmon caught during 1980, and
body weights were missing from approximately 5% of fish collected in other
years. Fish without recorded body weights were excluded from the analysis of
body weight dependency on feeding, but were used to calculate overall squid
abundance. A by-species quantile-quantile plot of all body weight vs. a normal
distribution showed a nearly normal distribution with a small number of larger
outliers in all three species. For the body weight dependency analysis, an
upper cutoff of 5500g for coho and sockeye and 3500g for pink was chosen by
visual inspection. '

All pink and coho salmon were considered to be ocean age .1 (ocean
age .0 in December). Sockeye salmon showed a bimodal distribution in body
weights, representing ocean age .1 and ocean age .2+ fish. During the spring
and summer, sockeye of less than 500g body weight were probably ocean age
.1 (Ishida et al. 1998). ’
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- 3.2.1.2 Statistical analysis

The binary (Bernoulli) response variable of squid presencefabsence in a
salmon’s stomach was chosen as the variable for analysis, as the probability of
a salmon capturing its first squid during a feeding period is the best reflection of

a salmon foraging at its maximum (most hungry) rate.

In contrast, use of the total weight of squid in a salmon's stomach would
be prone to saturation at high squid densities and thus not be able to resolve
high squid densities. In regions in which salmon captured the most squid,
stomachs were observed as being filled to capai:ity with additional squid filling
the esophagus and mouth of the salmon, indicating that prey saturation is an
issue at these locations. Also, digestion rates which differ by species and
temperature would affect prey weight more than presence/absence. See
Appendix A for a discussion of the theoretical relationship between the binary
response variable and squid density.

The most common method of analyzing binary data is through the use of
logistic regression. For example, this method has been used in fisheries
research to examine saimon distribution through the analysis of bycatch in the -
Japanese high seas squid driftnet fishery (Murphy 1995).

Logistic regression transforms a binomial or Bernoulli-distributed variable
with mean p (where p, ranging from O to 1, represents the probability of at least
one successful squid encounter visible in a salmon’s stomach) into a variable

y ranging from —o to +o using the transformation y =In,:1 p ] (Cox and Snell
-pP

1989).

A logistic variable may be related to explanatory variables using several
modern regression techniques. If responses are expected to be nonlinear with
respect to explanatory variables, one of the more useful methods is the General
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Additive Model (GAM) (Hastie and Tibshirani 1990). The model uses a general
function for each explanatory variable as follows:

y =In[1 pp] = o +F(X,)+F(X,)+...+ F(X,) +error

Each function f{X; &) can incorporate a linear or nonlinear function
between the k explanatory variables and the response y. The GAM algorithm
contained in the S Plus® software package estimates each additive function so

as to minimize an overall error statistic (Hastie 1993).

The GAM is constructed by examining all possible additive interactions to
determine the model which best relates the explanatory variables to the
response for the entire data set. This can be performed on the entire data set

as well as on subsets (such as by month).

v The best model is determined by the stepwise model selection algorithm
contained in the S Plus® software package (Hastie 1993). The algorithm adds
terms'representing explanatory variables to the model one at a time and
computes the trade-off between variance reduction and added degrees of
freedom using the Cp statistic (Hastie 1993, pg. 282). Cp is a statistic that
balances degrees of freedom lost with the amount of deviance gained by the _

inclusion of a term.

For any given model, the approximate significance of each term may be
determined by dropping the term from the model and re-fitting the model
excluding the term in question. A X%test is then used to determine the

signiﬂcancé of the change in model variance for each such operation.

To use the GAM, two assumptions must be made. First, all non-linear
terms in the model are assumed to be additive with respect to the response
variable. While linear terms may be modeled as multiplicative, 2-way, or higher-
order interactions, nonlinear combinations of explanatory variables cannot be
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accurately modeled by smoothed terms, except by modeling subsets of data.
Fortunately, the relationship of the logistic variable to foraging theory described
in Appendix A suggests that the explanatory terms in this model may be
considered additive, although care must be taken so that that nonlinear
interactions are not missed. The second assumption is that covariance
between the explanatory variables is minimal, which may not true in this case:
sea surface temperature (for example) is dependent on time of year. To solve
this second problem, once initial models are created using all the data, subsets

of the data may be chosen to model.

One final problem with the GAM method is that, while it takes into
account the differences between each individual salmon, it creates functions
which show relafive response of variables rather than absolute response. If the
desire is to find an easily calculated quantity which, in future sampliné, may be
used as a measure of squid CPUE at a site, the GAM would require re-fitting of
all of the previous data.

A second type of logistic analysis, which allows the calculation of an
absolute logistic response for a single group of individuals, utilizes the empirical
logistic transform described by Cox and Snell (1989). If all salmon are
-considered to be behaviorally identical, an estimate of the logistic variable 1,
and thus of the density of squid, could be determined at each individual

sampling station from an estimator p of p. The empirical, or directly-calculated

logistic transform would be equal to y = In{——e—] -

1-p
Unfortunately if the logistic transformation is used, the estimator p
cannot be either 0 or 1, as the resulting estimator ¥ would be undefined. If the
. . . . . - -~ quuld
standard maximum likelihood estimator is used for p, p=[-—*=| (where

total

Nsquig is the number of salmon with squid, and Ny is the total number of
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salmon in a sample), samples in which either all sampled salmon or no sampled
salmon caught squid would have to be discarded, biasing the sampling process:
the fact that 0 out of 50 salmon caught squid is useful information!

To counter this, y is estimated by using a bias-corrected empirical
logistic transform derived in Cox and Sneli (1989) pg. 32:

? - In quuld + }é
N total — quruld + }é

The variable is part of a general family which is approximately normal:
the variance of this estimator can be estimated as:

Var(y) =[ (N + DN +2) ]

N, . (N squia ¥ NNy —N squid t b))

This procedure is a special case of estimating the mean of a binomial
distribution using a Bayesian estimator as a prior distribution (Caseila and
Berger 1990, pg. 305). .In this special case, the parameters for the prior are
chosen for each sample so as to eliminate the bias from the estimate of logistic
variable.

In this study, both the GAM and the empirical logistic method are used.
Modeling of the data is conducted in four steps:

1. All- the data is fit to a single GAM. The best model of explanatory
variables for the complete data set is determined. The relative shapes
are reported of all smooth functions of explanatory variables.

2. The same procedure is used to find the best GAM for each species
(sockeye, pink and coho).

3. GAMs are constructed for each month of the year in which sufficient
sampling exists. These are used to determine if responses of squid
consumption to body weight and SST remain constant over the season.
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4. To determine the bias in the empirical logistic transformation, corrections
based on body weight and species are calculated from the GAM to
determine a formula for calculating an independent Squid Density Index

for each site.

3.2.1.3 Explanatory variables in GAM analysis

The explanatory terms for y considered in this study are:
e Salmon species

e Salmon body weight

e Latitude and longitude

e Year

e Week of year

e Sea surface temperature

Of these explanatory variables, the important distinction to make is
between those which predict an individual salmon’'s response to squid
(catchability and effort) and those which describe the pattern of squid
abundance itself. In this model, | use salmon species and body weight as the
variables which control the foraging effort and success of each individual
salmon within a sample, and latitude, longitude, year (or decade), and week of
year to describe squid abundance. -Ambient water temperature, as indexed by
sea surface temperature, may affect both foraging effort/success and squid
abundance, and thus requires special attention.

Water temperature may affect foraging rate in three ways. First of all,
predator swimming speed in salmdnids is known to increase with increasing
temperature (Stewart and Ibarra 1991), and a predator’s search volume per-unit
time is dependent on swimming speed (Ware 1978). Secondly, a salmon's

digestion rate increases with increasing temperature (see Chapter 2 in this
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dissertation for a review). Thus, an increase in water temperature would
simultaneodsly increase the amount of food a salmon may ingest per day, while
at the same time decreasing the likelihood of a single prey item being detected
in a salmon’s stomach. Further, salmon foraging behavior, which maximizes
the difference between energy obtained and energy expended, will change with
water temperature. Finally, the temperature experienced by a salmon may vary
significantly from the sea surface temperature,-due to vertical migrations during
feeding and digeétion (Walker et al. in press).

For this model, | assume that the water temperature on predator foraging
effort is small compared to the effect of temperature on squid abundance, and is
linear with respect to the logistic transformation (see Appendix A). Furthermore,
it may be predicted, as shown in Appendix A, that the slope will be decreasing

_with increasing water temperature at a rate between 0.05-0.10 logit units per
°C. This digestion-rate correction is based on digestion rate which is calibrated
identically for pink, sockeye, and coho salmon (Davis et al. 1998a). Any
nonlinear response with respect to sea surface temperature, or any linear
response with a slope differing significantly from the value above, shall be taken

as being due to the relationship between temperature and squid density.itself.

Other factors which would change the catchability of squid as viewed
from salmon stomachs includes the time of day of sampling and gear type, if
different gears sample different groupings of fish. In terms of fishing gear, the
results from this study should be considered to be a reflection of squid predation
by gillnet-caught fish, as gillnet sets dominate the data. There are not enough
locations in which multiple types of gear were used to test for gear-dependent
effects.

Salmon show a diel migration pattern: surface catch-per-unit-effort of
salmon increases during nighttime hours, and recent tagging studies confirm
that salmon migrate to the surface at night and into deeper waters (below 20
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meters) in the daytime (Walker et al. in press). Two studies of diel patterns in
salmon feeding (Pearcy et al 1884; Davis et al. 1998a) show that salmon prey
may change substantially depending on the time of day. The squid found in
salmon stomachs were associated with night feeding by Pearcy et al. (1984).
Because it is when more salmon are in surface waters, night probably
represents the most important foraging period for salmon on squid. During the
1960s, night gillnet sets did not take place. Therefore if the index of squid
density in the 1960s is significantly different from other years, time of day may
be a partial explanation. Finally, the influence of light levels, turbidity, and other
oceanographic influences other than sea surface temperature, which may have
an effect on salmon feeding, are not considered.

3.2.2 Results

3.2.2.1 Patterns in explanatory variables

Due to seasonal dynamics of the northeast Pacific, covariation between
both salmon body weights and sea surface temperature occurs with season, as
both variables increase significantly from December through August.

Figure 3.5 shows the trend in SST averaged by week over all geographic
locations. Interannual and geographic variation is significant, although
! ' coverage of latitude and longitude was not uniform enough between years to
examine temperature frends fully using this data set. However, it is worth
noting that the years of sampling covered multiple phases of both the PDO and
ENSO oscillations described in Chapter 1.

The average body weights for each sampling period, grouped by week of
sampling period, are shown in Figure 3.6. The seasonal body weight trends for
pink and coho salmon do not differ significantly between sampling periods,
except for the occurrence of some larger pink salmon collected in May during
1956-60 (weeks 20-25). However, these fish were collected over a relatively
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limited area during a single year, and thus cannot be considered significant over
the Alaskan Gyre. Differences between sampling periods in sockeye body
weights were probably due to variation in the age composition of the catches
rather than differential growth within a ¢ohort.

While the average body weight of sampled salmon increased from winter
to summer, the variance increase of summer samples was such that smaller
fish were caught throughout the year. Winter-caught coho were an exception,
with coho caught between December-February being from a size range absent
in later months. Sockeye salmon showed the greatest range of body weights
for any given month, mostly due to multiple age classes and maturation states

present ocean sockeye populations.

Size sélectivity of fishing gear between sampling periods may also
account for some of the observed variability. An examination of the multiple
effects of latitude, longitude, sampling period, and week on both salmon body
weight and SST, .using a Generalized Linear Model (GLM), showed significant
variation in some combinations of the factors (latitude)x(longitude)x(year),
although data was too sparse to fully describe the variation over all times and
areas.

3.2.2.2 Full GAM of squid consumption

Ali the data, pooled for all species, years, and seasons, were combined
and subjecied to the stepwise model selection procedure described above.
Table 3.6 shows all the explanatory terms ranked from most significant to least
significant factors, as judged by the reduction of the model's Cp value which
occurs when each term is added. Total degrees of freedom are less than the
total number of fish, as fish with missing values for body weight or sea surface
temperature were removed from the model.
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The final model selected assigned significant explanatory powér to all of
the variables examined. The smoothed terms were selected over linear terms
for all of the continuous variables. Overall, the full model accounted for 22% of
the variance in the null model. The discrete yearly term was the first selected
and accounted for 50% of the deviance accounted for in the full model, followed
by body weight (22%) and latitude (16%). Longitude, species, SST, and finally
week of year accounted for decreasing percentages of the deviance, although
all terms were significant. The terms varied in the magnitude of each effect.
Magnitude is shown in Table 3.6 as the difference between the minimum and
maximum of each fitted curve on the logit scale. The yearly term had the
ﬁighest magnitude while the species term had the lowest.

Figure 3.7a-g shows the shape and relative magnitude of each additive
effect. Of the individual behavioral terms, body weight was the most important
factor, with squid consumption increasing roughly linearly from —3 to 0.6 logits
between 0 and 1500-2000g body weight, then remaining constant for larger fish
(Figure 3.7a). The effect of species was significant but of lesser magnitude,
with coho consuming more squid than sockeye or pink (Figure 3.7b).

Of the spatial variables, latitude was the most significant term, although
longitude had a greater magnitude (Figure 3.7c-d). Squid consumption was
highest between 46-52°N latitude, decreasing greatly at higher latitudes.
Consumption was fairly constant at longitudes between 140-170° W, and
decreased rapidly towards the eastern continental shelf. Sampling at these
eastern longitudes, however, was limited to 1956-64, and it is not clear if this is
due to decreases in squid abundance or increases in other micronekton such as
fish in the salmon diet. Sea surface temperature was also highest_ in these

slope waters.

The yearly term (Figure 3.7e) shows a large change between the 1950s
and the 1990s. The response decreases between 1956-1960 and between
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1962-64. The response is much higher in the 1980s and 1990s. In addition,
the 1990s show a possible alternating pattern with squid being more present in
even years than in odd years.

The weekly term (Figure 3.7f) is the weakest in magnitude and the least
significant, and shows a decreasing trend as the season progresses from winter
to summer. However, there is little data available for February-April: in addition,
some of this may be due to interaction with the body weight effect, as saimon
are at their smallest sizes earlier in the season. Finally, the sea surface
temperature effect (Figure 3.7g) shows the greatest squid consumption
occurring between G-i 0°C, decreasing at both high and ldw temperatures: data
at lower temperatures is limited, however. Much of the decreasing response at
higher temperature is probably dominated by July trends.

3.2.2.3 Species- and month- specific effects

To examine the changing shape of functional responses as the season
progresses, the balance between sample size and seasonal variation is
reached by stratifying each species by month. Data from each month was fit
separately to the model 4{= s(latitude)+s(longitude)+s(BW)+s(SST). The yearly
term was removed as sampling did not occur in all months x years: May
sampling, for example, was only conducted in one year since 1980. Sampling
between December and February was combined into one pool due to lack of
data for winter months.

Rather than selecting the best model through stepwise model selection,
all terms were fitted for each month, and the significance of each term was
determined by dropping a term, refitting the model,'and comparing the resulting
3-term model with the 4-term model, using a X-test (Venables and Ripley, 1997
pg. 226). This was repeated for each of the four terms for each month and
species. (Table 3.7).
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In general, more terms were significant for sockeye than for any other
species, probably due to higher sample sizes. All terms in July were significant
with the exception of coho body weight. Coho body weight was never
significant-coho of all sampled sizes fed on squid equally. The significance of
latitude, longitude, and SST terms varied outside of the July models.

Figure 3.8 shows the shape of all of the body weight terms, both
significant and non-significant, for all three species. While the offset (constant
value) is different for each curve, the overall shape for pink and sockeye does
not vary with month. Pink salmon squid consumption increases rapidly between
300 and 1000g body weight, while sockeye consumption increases more slowly,
not reaching a maximum value until ZOOOQ body weight. Coho, on the other
hand, show almost no response between squid consumption and body weight,
even in July. The curves shown for coho in the other months represent poor fits
obtained for the smoothing curve.

The latitude, longitude and sea surface trends which were significant at
each month showed a similar shape to the trends in the full GAM of Figure 3.7.
The exception is for coho in winter, for which squid consumption increased in
the south and west and was high at the coolest temperatures between 5-7°C.

The difference in the relationship between explanatory variables and
squid consumption in winter coho is shown more fully in Figure 3.9, in which the
logit response is modeled as a combined function of week and coho body
weight (Figure 3.9a) and SST and body weight (Figure 3.9b). Consumption of
squid by coho is high in the winter months compared with other months—
sockeye and pink do not show this pattern, perhaps due to smaller body sizes.
In addition, the squid in winter months are considerably smaller than those in
summer months, and the feeding relationship between the species in the winter
may be considerably different, involving a shaller size range or different
species of squid. |
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3.2.2.4 Corrections to the empirical logistic response

As the shape of the body weight response curve was robust for all
months for each species, one curve was assumed to be accurate for each
species for the entire year—the curves for each species are shown in Figure
3.10. Monte-Carlo simulations in which fish were selected randomly from the
data set to create replicate samples confirmed that this relationship with body
weight was independent of other environmental factors.

As discussed earlier in this chapter, one of the purposes of this analysis
is.to find an index of squid density which may be calculated from salmon
stomachs collected from a single site. Ideally, this index would be simple to
calculate and proportional to squid density. While logistic modeling using a
GAM, as described in the previous results, shows trends over time, it does not
lend itself to the calculation of future values, as future data would need to be
refitted to all data used in this study to determine relative responses.

Instead, if all fish are assumed to be identical, all fish from a single'
sample or region may be combined into a single, empirical logistic response
estimate. However, as shown in the previous section, each species shows a
distinct response with respect to squid catchability with body weight. An
empirical logistic transformation must be calibrated for each species in order to

include all species in a single index.

Due to the nonlinear nature of the feeding response at lower body
weights, and the relatively constant feeding rate at higher body weights, the
best way to measure squid density, using salmon stomach data, is probably to
discard body weights below a cutoff value at which squid feeding falls off
rapidly, and assume that body weight has no effect-on foraging for salmon
above the cutoff weight. If smaller fish are discarded before calculating the
empirical transformation, the resulting value represents the squid density as
capturable by the larger salmon, with smaller salmon feeding on squid at a
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lower rate. The body weight‘cutoff used was chosen by visual inspection of
Figure 3.10 and is shown in Table 3.8.

To place the index on the same scale for each fish species, a constant
was subtracted for each species. The final squid index is thus: '

- N squid species + Yo
Y species =In N N — & species
total, species ~ '" squid species + % )

where species is one of pink, sockeye, or coho, N is the number fish of that

species examined above the cutoff weight in Table 3.7, Nsquig is the number of
those fish containing squid, and species IS the intercept value from Table 3.8.
The intercept used was the species offset shown in Figure 3.7b, corrected for

the discarding of the smaller fish.

The resulting values, one from each of the three species, may be
averaged at each site to obtain an index of squid density, calibrated so that
index=0 implies a 50% chance of a “large” salmon consuming a squid. The
“large salmon” in this case is a statistical hybrid of coho, pink and sockeye.
Conversely, the three values may be examined separately if a particular salmon
species is of interest. The correlation coefficients between the values
calculated for each species at each site are high (Table 3.8), indicating that the
common factor of squid density outweighs any biological differences between
the species used in this corrected index. This may not be true for winter months
in which most fish are below the body weight cutoff.

Each index value, either for the species separately 6r combined; is
approximately normally distributed with the variance calculated using the
formula in 3.2.1.2. As discussed in Appendix A, if foragirig is taken to be a
Poisson process, the index is linearly proportional to In(squid density) for values
less than 0 or linearly proportional to squid density for values greater than 0.
The squid density index may be used to measure squid fluctuations in time and
space.
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3.2.2.5 Changing squid distribution in July, 1956-98

In this study, July is the only month for which relatively complete
sampling is available over time and space and for which enough salmon above
the body weight cutoff have been sampled.

Figure 3.11 shows the index averaged over all July sampling locations
for each of the four sampling periods. In Figure 3.11, the squid index value is
calculated for each species at each station shown by the circles. The values
obtained at each station were averaged, and a smooth latitude x longitude
surface was extrapolated between sample points. Blank areas are those in
which no sampling occurred within 1° of latitude or longitude.

While sampling is scattered, some trends are apparent. In the 1950s
and 1960s, squid density is in the central portions of the gyre between 140-
150°W and around 54°N (Figure 3.11a,b). In the 1980s, higher densities are
seen farther to the south, while in the 1990s, densities south of 52°N are
extremely high, falling off to the north (Figure 3.11c,d). If the 1990s are
separated into even and odd years (Figure 3.11e,f), the even years are seen to
‘have the highest densities of squid between 40-52°N. In odd years, high
densities are found further to the south. Due to sampling limitations it is not
clear if this represents a north/south shift of salmon or fluctuations in squid
density throughout the region. Also, the even/odd split may be a coincidental
result of oceanographic patterns described in Chapter 4.

As sampling generally extended further south in the 1990s than in the
earlier time periods, it is not clear from Figure 3.11 whether the lower squid
densities in the earlier time are due changes in squid abundance or limitations
in sampling area. However, an examination of squid index values along three
transects shown in Figure 3.12 provides a clearer picture of the changes.

Figurés 3-13-3.15 shows squid index values for each species along
145°W, 50°N, and 55°N, the most heavily-sampled transects in this study.
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Each individual data point along 145°W represents the average of yearly squid
index values calculated from fish pooled within a 1°latitude by 5°longitude
square from the location of the point. Each point along the 50°N, and 55°N
transects represents pooling in a 4°latitude by 2° longitude square.

North of approximately 54°N along 145°W, liitle change occurs between
sampling periods. South of 54°N, squid density is higher in the period since
1980 (Figure 3.13). The transect line along 50°N (Figure 3.14) shows a similar
result between 145°W and 160°W, with higher squid index values after 1980.
Sampling East of 145°W was not conducted during this later period. Along
55°N there is little change between time periods (Figure 3.14). ‘

Figure 3.16 plots all July squid index values for all species vs. SST, with
1950s and 1960s combined into a single pool. 1he low values at the higher
-temperatures du_ring the earlier time period are mostly along the shelf. At
temperatures between 7-9°C, even and odd years during the 1990s show a
different relationship between the squid index and sea surface temperature,
with even years having high index values at these temperatures, and odd years
have lon index values. Finally, a drop can be seen in squid index values at
around 12.5°C, although the appearance of this drop may be due to high index
values in odd years being associated with warmer temperaturés. A more
detailed analysis of the relationship between sea surface temperature and these
index values for the 1990s can be found in the next chapter.

3.3 Conclusions

The data presented in this analysis agree with earlier studies in showing
that, in the Gulf of Alaska, coho salmon consume more squid overall than pink
or sockeye salmon. However, the change in squid consumption in pink and
sockeye with increasing body weight is of a greater magnitude and statistical
significance than the differences which occur between these three salmon

species (Table 3.6). The empirical responses derived here show that pink and
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sockeye increase their squid consumption between 100 and 1000 g body
weight, while coho do not change their consumption over a wide range of body

weights.

The squid density index, as calculated using the corrections for each of
the three salmon species indicated in Table 3.8, provides a method for
determining squid density at a single sampling location. The index is scaled so
that a value of the index of 0 indicates a squid density at which 50% of the
salmon have squid in their stomachs. Values of the index calculated separately
for each of the salmon species at a single site showed that the values obtained
for each species were highly correlated with each other (R~0.7). This indicates
that the between-salmon species behavioral differences in foraging modes may
be less important than squid density in determining salmon foraging rates on

squid.

if this method is used to measure squid densities at future sampling
locations, it will be most accurate if calculated using surface-caught (0-10m) fish
collected during nighttime or overnight sampling. In order to reconstruct actual
squid densities, it would be useful to conduct such a study concurrently with net
sampling of squid. Using three species of salmon may increase the useful
range of the index, as the different salmon species may be more sensitive in
their feeding responses over different ranges of squid density.

It is clear from the data presented in this chapter that, from the salmon’s
perspective, micronektonic squid populations in the Alaskan Gyre have
fluctuated greatly. The yearly trends in Figure 3.7 and Figure 3.11 show overall
increases between the earlier sampling period 1956-64 and the later periods of
the 1980s and 1990s However, due to the limited scope of the sampling, it is
not possible to tell whether the population fluctuations occur on an annual scale
or a decadal scale, or whether the changes represent changes in seasonal
timing or spatial distribution.
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Previous studies of decadal variation in the Gulf of Alaska indicate that
both the overall level of production and the geographic pattern of production
may change on a decadal écale. For example, Brodeur and Ware (1992) report
that between the 1950s and 1980s, peak zooplankton production shifted from
the center of the gyre to its edges, possibly due to changes in wind stress
patterns. While a comparison of Figure 3.11a with Figure 3.11d may suggest a
similar trend, there is not enough data to determine if this trend is real.

Some locations, however, showed clear changes between the sampling
periods. l.:or example, near Ocean Station ‘P’ in July, the squid density index,
as calculated for sockeye salmon, increased between the 1950s and the 1990s
from approximately -2 to 2 (Figures 3.12 and 3.13 ). That change is equivalent
to a jump in the percentage of sockeye(>1000g body weight) eating squid from
12% to 88%. The change represents both an increase in the overall amount of
food consumed, and a partial replacement of zooplankton with squid in the
larger salmons’ diets. As this change represents a substantial difference in the
trophic level of salmon feeding, the effect on the efficiency of salmon growth

may be large.

Seasonal variation in squid consumption by salmon is even more
unclear, because of a lack of winter and spring sampling. One interesting
aspect to the seasonal change is that specimens of squid found in salmon
stomachs in winter are considerably smaller, possibly indicating matched
seasonal cycles of growth. Coho salmon especially may change their feeding
strategy substantially as the season progresses, and seasonal changes in
feeding strategy may be an important aspect of a salmon’s feeding response to
changes in food availability.

The difference in body weights between squid consumers and non-squid
consumers, occurs between age classes in sockeye, but within a single age
class in pink. The flexibility in maturation timing of sockeye may be partially
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controlled by squid abundance, while for pink and coho, squid abundance may
be a larger controlling factor with respect to movement and foraging rates, as
both species are required to grow to their largest sizes in a single year.

Because salmon increase in size throughout the spring and summer, ‘it is
not clear whether the overall seasonal change in squid consumption is due to
(1) changes in squid abundance in the ecosystém in the summer, (2) the lower
abundance of other prey items during this time, or (3), a salmon’s changing
ability to catch squid as its body weight increases during the season. In order to
construct models that connect variation in salmon growth to salmon foraging
response at varying prey densities, it is important to determine the relative
importance of each of these hypotheses.

Complex interactions are likely between salmon body weight and squid
consumption when considered over the range of an entire year of growth. For
example, if stations which, in a single month, have salmon with higher than
average body weights are also found to correspond with stations with high
presence of squid, it will not be clear whether a high squid abundance leads to
higher salmon body weights, or salmon with higher body weights are better able
to consume squid—covariation between the two variables is probably caused
by a combination of both effects. The detailed patterns of variation in body
weights observed during the most heavily-sampled period, July 1993-98, are
described more fully in the next chapter in an effort to determine causative
factors of variation in salmon growth. Another important aspect is the balance
between the food supply of zooplankton and squid: this is also explored more
fully in the next chapter.

The relationship between water (sea surface) temperature and squid
density is of specific interest, especially due to recent speculation concerning
global warming and salmon habitat. In this study, data is only existent to
calculate squid index values reliably for July. As can be seen in Figures 3.10
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and 3.15, in many yearslsampling periods there is a negative correlation
between the squid index and sea surface temperature. Part of this correlation is
due to the physiological change in digestion rates and squid detectability
discussed in Appendix A, but the correlation is greater than would be expected

from this effect alone.

In the western North Pacific, salmon are known to congregate around the
Emperor Seamounts where the production of lower trophic levels is
concentrated by the ocean circulation around the Seamounts (Murphy 1995). In
the eastern North Pacific, in the range of temperatures reported, the sea
surface temperatures may be an indication of the position of fronts in which food
such as squid may congregate. If salmon congregate around these higher
density food sources, a correlation between salmon density and sea surface

temperature may arise independent of a direct physiological cause.

As a final note, during the 1990s, the squid observed in the majority of
salmon stomachs in this study area was Berryrteuthis anonychus: it is possible
that other species of squid were more prevalent in salmon stomachs during

previous periods.
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Table 3.1. Differences between planktivory and piscivory (“nektivory”) based on foraging
behavior and energetic considerations. Foraging elements are from Breck
(1993). The contrasting effect of digestion rates compares LeBrasseur (1966)
with Jobling (1987).

Factor Piscivory Planktivory

Fish gape Critical Important for small fish
Number of prey Few large prey Many small prey
consumed per day : ,

Capture success Lower Higher

Limit to vision Contrast Visual acuity

Reactive distance Similar for all prey Increases with prey size
Trophic Level High Low

Digestion rate . Faster due to more Slow due to hard body

digestible body parts, parts, may be fast due to
may be slow due to low high surface/volume
surface/volume ratio. ratio.

Caloric density High . Low
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Table 3.2. Major salmon prey groups in the offshore northeast Pacific. Representative
species and energy densities salmon prey groups. Prey are grouped by
hypothesized similarities in trophic level and size. For a list broken down to the
species-level, see Pearcy et al. 1988. Caloric values represent the ranges of
means reported in the following sources: Davis et al. (1 998) Higgs et al. (1995)z
Nishiyama (1977), and ikeda (1972).

Prey energy density
Prey Group Representative taxa (calories/g wet weight)
1. Mesozooplankton Calanoid copepods, e.g., 627-910
(<2cm body length) Neocalanus cristatus
Euphausiacea 743-1130
Thysanoessa spp.
Euphausia pacifica
Hyperiid amphipods 589-975
Gastrapoda 520-636
Limacina helicina
] Clione limacina
2. Gelatinous zooplankton Aglantha spp. 50-200
Salpa spp.
Doliolum spp.
3. Micronektonic fish Gasterosteus aculeatus 1166-1533
Lampanyctus spp.
4. Micronektonic squid  Bemyteuthis anonychus
Small (28-38mm mantle 1.) 978
Large (66-100mm mantle l.) 15650
Other Gonatid spp. - 1125-1877
5. Large zooplankton Polychaeta, e.g., Alciopidae, 800-1200
Tomopteris spp.
Chaetognaths
Larvaceans
Decapoda
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Table 3.3. Salmon prey items in the subarctic and transitional North Pacific in the summer
(see text for references). (-) indicates not present or captured in low numbers.
The “small zooplankton” group consists of copepods, pteropods, small
euphausiids, and small amphipods.
Area Sockeye Chum Pink Coho
Northwestern Fish, squid, Pteropods, Fish, squid, | Squid
Subarctic Gyre euphausiids | euphausiids euphausiids .
Central North Pacific
Transition Zone | - Gelatinous - Fish
Transition Domain | - Gelatinous, Sm. Zoop, Squid, fish
cheatognaths | squid, fish,
cheatognath
s
Subarctic Current | Squid Gelatinous, Squid Squid
cheatognaths
Ridge Domain | Sm. Zoop. Sm. Zoop Sm. Zoop -
Alaska Stream { Sm. Zoop, Sm. Zoop, Sm. Zoop, -
squid, fish squid, fish squid, fish
Central Bering Sea euphausiids, | Gelatinous euphausiids, | -
: squid, fish squid, fish
Eastern North Pacific
Subarctic Current | Squid Gelatinous Squid Squid
Ridge Domain | Sm. Zoop Sm. Zoop. Sm. Zoop. Squid
Alaska Stream | Fish Pteropods, Fish Fish
fish
Coastal Domain | Fish, Fish, Fish, Fish,
euphausiids | euphausiids euphausiids | euphausiids
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Table 3.4. Data sources. Data used in this analysis grouped by gear type and time period.
' Total stations are fishing operations in which salmon were caught, while total fish
are the total sockeye, pink, and coho salmon caught. Descriptions of fishing
operations may be found in: Chapter 4 in this dissertation and Myers et al. (1998)
for Oshoro maru 1993-98; Pearcy et al. (1988) for Oshoro maru 1980-84; Ueno et
al. (1997) for Kaiyo maru 1992, 96; Carlson et al. (1998) for Great Pacific 1998;
and LeBrasseur (1966) for gillnet and longline sets 1956-64. .
Total Time of
Ship and/lor  stations and year Analysis
study period fish sampled Gear used Set time covered notes
Oshoro maru 55 sets Non size- Overmight Late June-
1993-98 2688 fish selective Early July
gilinet .
Oshoro maru, 29 sets Non size- Ovemight Late June- Missing body
1980, 1982- 2145 fish selective Early July weights in
84 gillnet 1980
Kaiyo maru 18 sets Trawl Mixed day Dec 1992, Difficulty in
1992, 1996 445 fish and night Jan 1996 identifying
species of
smaller
salmon.
Great Pacific, 26 sets Trawl Mixed day May
1998 161 fish and night
Gillnet sets, 108 sets Gilinet Mainly Most April-
1956-60 3540 fish night. August,
some Jan-
. . Feb.
Longline sets, 367 sets Longline Mainly dawn Most April- Small
1962-64 2675 fish and day. August, numbers of
: some fish at each
earlier.

station.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



133

Table 3.5. Number of sockeye, pink and coho salmon sampled by week and year. Negative
weeks refer to December sampling during the previous year (i.e., weeks ~2 to ~1
of 1993 represents December 1992. Dotted lines indicate the four major
separate study periods. ’

Year -
Month Week 1956 1957 1958 18959 1960 1962 1963 1964 1980 1982 1983 1984{ 1983 1954 1995 1996 1997 1998 Total
Decamber -2 161 161
-1 7 g7
January- 3 14 K 115 129
February 4 39 7 72 118
s 76 57 ’ 133
€ 24 > 24
Apail 15 30 140 . 170
16 30 88 118
° 17| 4 920 124
18 2 226 13 261
May 19 18 15 46 79
20 4 26 72 203 49 354
21 6 70 277 21 18 107 53 552
2 2 2 137 162 64 226 613
June 23 6 97 274 98; 191 11 677
24 162 70 232 28; 113 605
25 3 17 185 74 147 426
26) 12 93 59 246 287 71 65 833
July 27 151 205 5] 134 82 160 136 136 223 132 219 1583
28| 141 104 17 11} 145 236 374 123 273 104 264 414 368 2574
29] 167 106 3 25 2} 46 210 75 508 1142
30 6 1 32 1 519 141 700
August 31 32 1 1 44
32 €6 23 8 - 37
33 2 2
34] 83 25 78
Total 404 811 871 1289 166j 1351 1221 102] 446 594 456 649; 541 409 311 674 546 813 11654
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Table 3.6. Analysis of deviance table from the full model (all salmon species and locations).
Terms are listed in order of selection (most to least explanative) by the stepwise
mode! selecticn algorithm. s(variable) indicates a smoothed function of a
continuous variable with approximately 4 degrees of freedom. The magnitude of
each effect is the difference, in the logit scale, between the maximum and
minimum values calculated for that effect The percentage shown under
deviance reduced is the percentage of the total deviance difference between the
full and null models accounted for by each term.
Magni- Df Deviance DF Deviance
Term Added tude (residual) (residual) . added Reduced Cp
Total Deviance 10877 12106 - - - 12108
(null model)
+Year 5.0 10861 10743 16 1363 (11%) 10777
+s(BW) 3.6 10857 10159 4 585 (5%) 10201
+s(Lat) 16 10853 9727 4 432 (4%) 9777
+s(Lon) 25 10848 9560 4 167 (1%) 9620
+Species 0.7 10846 9478 2 82 (0.7%) 9542
+s(SST) 1.1 10842 9423 4 55 (0.4%) 9495
+s(Week) 12 10838 9401 4 22 (0.2%) 9481
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Table 3.7.  Significance of monthly trends of squid response. Number of fish, offset value,
and significance of each fitted effect for each of four explanatory variables for the
model logit(Squid)= offset + s(body weight) + s(latitude) + s(longitude) + s(sea
surface temperature) fit for each species and each month over all years.
Significance for a term is measured by dropping the term from the model, refitting
the model to the remaining three variables, and comparing the deviance between
the models using an Xest (Venables and Ripley pg. 226). December-February

135

were combined due to low sample sizes. Bold values indicate P-Values<0.10.

Month Species Count Offset s(BW) s(Lat.) s(Lon.) S(SST)
December Sockeye 313 -1.58 .056 .37 .0046 0018
-February Pink 228 -3.77 .53 .99 .99 .99
Coho 119 -0.125 .29 00081 .0035 061
April Sockeye 383 -1.12 <.0001 .38 <.0001 .00098
Pink 258 -3.69 .34 37 064 .32
Coho 32 -1.32 .050 .21 .28 .58
May Sockeye 1013 -1.61 <.0001 <.0001 .00077 018
Pink 481 -2.89 .054 .74 .028 .068
Coho 103 -0.457 .82 11 .12 .36
June Sockeye 1464 -1.74 <.0001 <.0001 <.0001 <.0001
Pink 884 -2.13 .022 011 <.0001 017
Coho 186 -0.271 .35 .17 .65 .14
July Sockeye 2232 -0.859 <.0001 <.0001 <.0001 <.0001
Pink 2002 -0.944 <.0001 <.0001 <.0001 <.0001
Coho 1167 -0.0822 .66 <.0001 <.0001 <.0001
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Table 3.8. Estimated corrections to empirical logistic equation for each salmon species.

Body weight Alpha offset Correlation coefficients

Species N Nsquid cutoff (g) (intercept) Sockeye Pink Coho
Sockeye 5831 1318 1000 ) -0.03 1

Pink 4088 747 1000 -0.41 0.703 1

Coho 1735 791 500 . +0.60 0.752 0.718 1
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Figure 3.1. Aspects of salmon carrying capacity reviewed in Chapter 3 are shown by bold
lines. See Chapter 1 for an explanation of this conceptual model of salmon

carrying capacity.
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-. H Steelhead

Micronektonic Micronektonic fish J
squid (primarily myctophids) j

Gelatinous
mesozooplankton
(salps and
ctenophores)

Microzooplankton \_/

- and phytoplankton

Figure 3.2. A generalized food web of post-juvenile (ocean age .1 or older) salmon prey in
the northeastern Pacific Ocean (Alaska Gyre and Subarctic Current).
Competitors and predators of salmon are not shown. Large block arrows indicate
general flows for which pathways are not well-defined. Some lesser flows, such
as plankton to coho, chinook, and steelhead, are not shown. Food webs
containing salmon predators and competitors are found in Brodeur et al. 19xx
and Pauly and Christensen (1996).
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Figure 3.3. Reported range of Berryteuthis anonychus. Adapted from Nesis (1997).
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Figure 3.4. Sampling locations by latitude, longitude, and sampling period. Station locations

and number of sockeye, pink and coho salmon sampled by latitude and longitude
for each sampling period, all months. Histograms show number of fish caught by
2° latitude or 5° longitude blocks.
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Figure 3.5. Sea surface temperature by week for each sampling period. Average sea
surface temperature at all sampling locations by week and sampling period.
Variation between sampling periods may be due to interannual variability or
differences in latitude and longitude of sampling. Negative weeks=December.
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Figure 3.6. Seasonal trend in average salmon body weights. Average salmon body weights
at all sampling locations by week and sampling period. Variation between
sampling periods may be either due to interannual variability or differences in
latitude and longitude of sampling. Negative weeks=December.
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Figure 3.7. Fitted terms for fixed effects in the full model of Squid binary response,

logit(squid) = constant + s(BW) + Species + s(Latitude) +s (Longitude) + Year +
s(Week) + SST. All data are given in logit transformed probabilities. Each
function is centered so that the average over all points=0. Dotted lines show
standard error of partial residuals, calculated as outlined in Hastie (1993). Figure
is continued on following two pages.
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Figure 3.7(cont.) Fixed effects of full model.
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Figure 3.8. Body weight effect for each species, month. Body weight effect for each month
and species, fitted to model logit(Squid) = s(Body weight) + s(Latitude) + s
(Longitude) + s(SST), given month and species). Not all terms are significant: see
Table 3.7 for significance values and offsets.
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Figure 3.10. Body weight response curves for all three species. Shaded boxes indicate
standard error of fit.
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sampling within 1° of latitude or longitude. Figure is continued on following two
pages.
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Figure 3.12. Three most-heavily sampled July transect lines. While lines indicate center of
data pooled along each transect.
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Figure 3.13. Squid index values for salmon along 145° W. Each point represents data from
fish within a single years, and pools fish within 1° of the plotted latitude and within
5° longitude on either side of 145°W.
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Figure 3.14. Squid index values for salmon along 50° N. Each point represents data from fish
within a single years, and pools fish within 2° of the plotted longitude and within 2°
latitude on either side of 50° N.
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Figure 3.15. Squid index values for salmon along 55° N. Each point represents data from fish
within a single years, and pools fish within 2° of the plotted longitude and within
2° latitude on either side of 55° N :
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4 Trophic and oceanographic aspects of the summer
distribution of salmon prey in the Gulf of Alaska and

consequences for sailmon growth rates

4.1 Introduction

The models describing the relationship between adult Pacific salmon
body weights and environmental factors in the North Pacific Ocean have, to
date, focused on large-scale correlations rather than on mechanisms. For
example, several studies have reported a negative relationship between annual
ocean temperature anomalies over large areas and the adult body weights
measured in many North American stocks of Pacific salmon (Hinch et al. 1995;
Cox and Hinch 1997; Pyper and Peferman 1999).

Large-scale correlations are useful for prediction, provided that the
mechanisms behind them are constant over time. If correlations are
extrapolated over long time periods, it is important to determine if they have the
potential to “break down” in the face of large scale climatic change.
Investigating the mechanisms behind annual-scale correlations requires
measuring processes on smaller scales. Due to the difficulty of sampling on a
fine scale across the North Pacific, relationships between ocean conditions and
salmon growth remain open to speculation (e.g., Welch et al. 1998).

Figure 4.1 shows a chain of causal relationships that may lead to
variation in the summer growth rate of salmon (relationships highlighted in
bold). Salmon put on 50-90% of their final body weight during the summer
immediately prior to maturation (Ishida et al. 1998). Correlations between
measurable environmental conditions and salmon body size may be the result
of two mechanisms, shown by the bold arrows in Figure 4.1. The first
mechanism is the result of temperature or other water conditions directly
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affecting the physiology of salmon growth (line A). The second mechanism is
the result of prey abundance affecting salmon growth (line B).

If the mechanism A is the predominant source of year-to-year variation in
salmon growth, the correlation between the abiotic environmental factors and
salmon body size is a direct mechanistic link. In this case, oceanographic

~ models may legitimately link long-term climate change to salmon growth by
modeling the effect of long-term climate chéngé on the annual abiotic factors in
question. This approach was taken by Welch et al. (1998), in which a model
relating future sea surface temperature to global greenhouse warming was used
to predict a decreased area of high seas salmon distribution with increased CO,
concentration. They described a correlation between salmon distribution limits
and sea surface temperature (line A) and extrapolated, by the climate model, a
link between long-term climate change and salmon distribution.

However, if mechanism B is responsible for the correlation between
abiotic factors and salmon growth,  such long-range predictions may be
inaccurate. The correlation between abiotic conditions with prey as an
intermediary may show a similar correlation on the short term, but may break -
down on the long term if climate change affects the distribution of prey (line C).

In this chapter, | explore oceanographic variables, including sea surface
temperature, salinity, and upper-layer mixing processes, in relation to prey
distribution and modeled salmon growth rates. In Section 4.2, | present the
results of food habits studies from five years of high seas salmon research
cruises along a July transect in the northeastern Pacific (50°-56°N, 145°W,
1994-98). The results suggest that there are two distinct latitudinal summer
feeding zones for salmon associated with the July latitudinal sea surface
temperature minimum. The southern zone (south of 51°-54° N) is high in
micronektonic squid between 6-12 cm mantle length, primarily the species
Berryteuthis anonychus. The northern zone is higher in mesozooplankton in
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both net samples and salmon stomachs. Moreover, temporal variation occurs
in the biogeography of this food web, with the geographic overlap between
salmon and squid varying from year to year. The difference in the diet and
feeding rates of pink, coho, and sockeye salmon is substantial between the two

regions.

In section 4.3, | describe the resuits of a set of bioenergetics models
constructed using data from the experiments performed in Section 4.2. The
results compare, within the range of variation present during the sampling
period, the quaniitative importance of mechahism A and mechanism B in
determining the variation in measured salmon growth, especially with respect to
the north/south zones.

If this zonal boundary extends across the northeast Pacific, the year-to-
year variation in the size of the southern zone may be up to 2 million km?. This
variation in the biogeography of salmon prey may explain part of the previously
noted relationship between ocean sea surface temperature and the adult body
weight of salmon. In Section 4.4, | use sea surface températqre data from
1950-1998 as an index to the overlap area of salmon and squid to investigate
the annual and decadal variation in the size of the overlap region. A more
compiete model of salmon growth must contain data on seasonal variation and
salmon diet change with body size, and is presented i'n Chapter 5.

4.2 Variation in summer distribution of the prey of Pacific
salmon in the offshore Gulf of Alaska in relation to
oceanographic conditions, 1994-98

4.2.1 Introduction

This section reports the results of five years of summer salmonid food
habits studies, conducted between 1994-98. Specifically, | examine the link
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between physical ocean conditions and salmon prey variation during the
sampling period. | examine prey distribution with respect to the temperature
and salinity of the water column, and with respect to the annual variability of the
position of oceanographic features such as fronts, water masses, and eddies.
In doing so | pay particular attention to the changing proportions of

micronektonic squid and zooplankton in salmon diets.

In studying trends in the ocean, an important question to ask is “what is a
fixed point?” If data are taken at a fixed latitude and longitude over a number of
years, a biological trend at that location may result from changes occurring
within a single water mass, or from the shifting spatial positioning of an adjacent '
water mass. Many physical properties of the water column may be correlated
during a single sampling period. For example, sea surface temperature may
show a strong correlation with mixed-layer depth. If a biological variable is
related to either vaﬁable, it would not be clear which of the physical variables
has a direct mechanistic link to the biological process. This is important to
consider if scenarios of climate change predict changes in the relationships
between physical variables.

Within the Gulf of Alaska, several distinct water masses distinguish the
upwelling center of the Alaskan Gyre (Ridge Domain) from the Subarctic
Current on the south, the Alaskan Stream to the north, and the Alaskan Current
to the northeast (Figure 4.2 and Chapter 2). The Gyre itself may shift from east
to west on an interannual basis (Royer and Emery 1987), while the Subarctic
Current may shift its waters to the north and south (Hollowed and Wooster
1992).

A study of salmon food habits by Pearcy et al. (1988) found that the
Ridge Domain was high in zooplankton prey, while the Subarctic Current region
was high in the micronektonic squid Berryteuthis anonychus. However, at the

time not enough data existed to examine this hypothesis against a background
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of shifting oceanographic boundaries. A primary purpose of this section is to
examine salmon prey in relation to these shifting water masses.

4.2 2 Materials and methods

4.2.2.1 Study area

The data for this study were collected by the Japanese research vessel
Oshoro maru along a transect line running from 50°N to 56° N along 145°W in
1994-98 (Figure 4.2). Stations were sampled between 1 July and 11 July in
each year. Gillnet sampling was conducted at every degree of latitude, while
oceanographic and plankton sampling were conducted at every half degree. In
1994, oceanographic and plankton data collection alternated between 145°W
and 146°W, this relatively slight longitudinal variation was ignored in the
analysis. Due to weather conditions and time limitations in 1995, fishing
stations at 50°, 51° and 52° N were cancelled and replaced with a single fishing
station at $1.5° N. The sampling methods and resulting oceanographic data
from each cruise are published annually by Hokkaido University (e.g., Faculty of
Fisheries 1998).

4.2.2.2 Oceanographic and zoopiankton sampling

Vertical casts to 1500 or 3000 meters depth were made with a Neil
Brown Mark [IIB CTD at each half degree of latitude. Temperature (°C) and
salinity (psu, practical salinity units) were recorded continuously. Values of o7 ,

the water density anomaly from 1000g/m> were calculated by shipboard
computer. '

Zooplankton samples were collected by a 150m depth-to-surface tow of
a twin plankton NORPAC net (0.45m ring diameter; 0.35mm mesh size (#200
filtering cloth; 1.8m length) while the ship drifted (speed 0 knots). Samples
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were bottled with formalin and wet weight of each sample was determined. For

most samples, gelatinous. zooplankton was removed before bottling.

4.2.2.3 Salmon sampling

During July in the offshore Gulf of Alaska, fnaturing stocks of sockeye
salmon and pink salmon east of 155° W longitude are primarily fish from Central
Alaska, Southeastern Alaska, British Columbia, and Washington. In addition,
immature sockeye are found from other North American stocks including Bristol
Bay, although their numbers increase to the west of 155° W, south of the
Aleutian Islands. Coho salmon may be from any North American stock.
Immature chum salmon in the region are a mix of North American and Asian
fish (Myers et al. 1996, Urawa et al. in press). Variation in prey availability in the
study region may affect any or all of these stocks. Other salmonid species were

not caught in large enough numbers to be analyzed in this study.

Salmon surface gillnet gear (0-6m fishing depth) was set prior to sunset
and retrieved at sunrise at each station. The gillnet consisted of 47 to 49 panels
of 50m-long tans (total length 2.45 km). The net was divided into panels of
commercial gear and research gear, with 25-30 tans of research gear (multiple
mesh sizes for non-size selective sampling) used at each station.

Biological data—scale samples, species, fork length (mm), body weight
(g), sex, and gonad weight (g)—were taken from the first 60 fish of each
species from each mesh size, which included almost all fish from the research
mesh. Stomach contents were examined from up to 30 fish of each species in
each gillnet set. Stomachs were sub-sampled from both commercial and
research meshes as fish were being processed, with an attempt to apportion
the collection among all size classes present. The methods used for stomach
examination were similar to those of Pearcy et al. (1988), and are described in
Kaeriyama et al. (in press). Total prey weights were determined, and percent

volume of each identifiable prey type was estimated visually.
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4.2.3 Data analysis

4.2.3.1 Oceanographic analysis

Summary CTD data at standard depths were used to determine
latitude/depth isopleths using the Generic Mapping Tools software package
(Smith and Wessel 1990; Wessel and Smith 1995). The depths of the top and
bottom of both the seasonal and permanent p;ycnoclines at each station were
estimated by locating the standard depths closest to the inflection points of
curves fitted to the o plot. The strength of the density gradient across the
pycnocline was calculated as the buoyancy frequency N (Mann and Lazier
1996, Pg. 62) across each pycnocline. Buoyancy frequency is proportional to
the gradient of density across a pycnocline. Due to the smoothing procedure
used across standard depths, the pycnocline depth was not resolvable to an
accuracy greater than +/-5m. Daily mixing and brecipitation was evident in the
upper 10m of the water column, so stratification in the upper 10m could not be
determined reliably.

Principle Components Analysis (PCA) was used to determine the
common modes of variability for eight oceanographic variables: sea surface
temperature (SST) and salinity, 100m temperature and salinity, seasonal"
pycnocline depth and maximum buoyancy frequency, and permanent
pycnocline depth and maximum buoyancy frequency (Mathsoft 1995). These
principle components were used to determine relationships between physical
and biological properties. '

4.2.3.2 Oceanographic domain determination

Two data sources were used to determine regional oceanographic
boundaries. The first set of data was the CTD temperature, density, and salinity
data collected along the transect. The second set was the July monthly
averaged 1°_ x 1° resolution SSTs for the years 1 981-presenf, calculated as
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described in Reynolds and Smith (1994) and published electronically in the
Integrated Global Ocean Services System Products Bulletin (IGOSS 2000). Ali
boundaries were considered to occur halfway between two sampling stations,
so every station was placed on one side of an oceanographic boundary.

From south to north, the distinct oceanographic domains along the
transect line were the Subarctic Current, the Ridge Domain, and the Alaska
Stream/Current (Figure 4.2). The boundary between the Subarctic Current and
the Ridge Domain was placed' each year between the Mo CTD stations
showing the largest change in depth of the 4°C temperature isotherm, which
rises from below 300m in the Subarctic Current to near 100m in the Ridge
Domain. Pearcy et al. (1988) use a slightly different definition of the Ridge
Domain, describing it as the latitude at which the 4° C isotherm reaches 100m
depth. However, the isotherm did not reach that depth at any time during this
study. The boundary between the Ridge Domain and the Alaska Current was
placed at the latitude bf northern descent of the 4°C isotherm from 100m to
below 300m (Pearcy et al. 1988).

A plot of a single year of IGOSS data along the transect shows that the
SSTs along 145° W between 40°N and 58°N in a given year may be fit with little -
error to a quadratic curve with three parameters: the iatitude of minimum
temperature (MinLat), the minimum temperature (TMin), and the “curvature
distance” (D) or rate of change of the north/south warming trend (Figure 4.3).
These three parameters were fitted to the curve for each year by minimizing the
sum of squares error between the curve and the data using an exhaustive fitting
routine at the resolution of 0.05° latitude or 0.05°C. The calculated latitude of
minimum temperature (hereafter SST minimum) was used as a boundary
distinct from the Subarctic Current/Ridge Domain boundary.

The Alaska Current 'may create eddies, which move into the Ridge
Domain, obscuring the Ridge Domain’s presence while transporting coastal
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water, or water from the southern portions of the Subarctic Current, into the
’Ridge Domain (Thomson and Gower 1998). Locations where mesoscale
features appeared in the CTD data were noted in the analysis and examined for

possible correlations with biological variables.

4.2.3.3 Zooplankton analysis

Zooplankton density measurements (mg/m3) were log-transformed, and
all stations at which In[density] (representing the combined weights of
gelatinous and non-gelatinous zooplankton) was greater than 7 were excluded
from the analysis. The cutoff was determined after examining the statistical
distribution of the raw data. Therefore, the samples should not be considered to

represent concentrations of gelatinous zooplankton.

Due to this exclusion, and equipment difficulties, raw zooplankton
measurements were not available at all stations. For each station, | averaged
all undiscarded log-transformed zooplankton measurements taken within a
100km radius during the same year. The distance of 100km was chosen
because (1) it would include multiple measurements at most gillnet stations, (2)
it would leave mesoscale features, generally 200+km in size, resolvable, (3) it
would provide smoothing over the area in which a salmon travelling 30-5Ckm a
day may have been feeding, and (4) a spatial study by Rand and Hinch (1998)
showed that zooplankton concentrations in the Gulf were strongly
autocorrelated to a range of 100km, with correlation in some years falling off
sharply outside that distance.

The difference in total zooplankton wet weight between day and night
sampling in 0-150m NORPAC samples was found to be non-significant in high
latitude areas in the summer (Sugimoto and Tadokoro 1997), and day and night
differences are not taken into account in this analysis. Phytoplankton data were
also considered, as proxied by secchi depth (Sugimoto and Tadokoro ‘i997).
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However, due to the amount of error inherent in this method, limited analysis

was performed on these data.

4.2.3.4 Salmon CPUE and body weight

Catch-per-unit-effort (CPUE) of each gillnet operation was calculated
from the total number of each species of salmon caught in the research (non-
selective) gillnet. The research gear from an overnight net set, or approximately
30 tans of mixed-mesh gear, was considered to be a single unit of effort.

The freshwater and ocean age class of each fish was determined by
counting the number of freshwater and ocean annuli on acetate impressions of
scales. Maturity of salmonids in the samples was qetermined from gonad
weights. The criteria used for determining maturity is reported by Takagi
(1961). To determine the CPUE of individual age and maturity classes, the total
number of each species caught in a single set was multiplied by the proportion
of each age or maturity class in the catch. '

For the analysis, log-transformed CPUE values were derived from the
formula InN[CPUE+1]. Salmon catch has been found to conform to a negative
binomial distribution rather than to a lognormal distribution (Welch and Ishida
1994), so the parametric statistical tests used to analyze CPUE in this section
may not provide an accurate accounting of error probabilities.

Salmon body weights were stratified by species, age, and maturity, and

log-transformed prior to analysis.

4.2.3.5 Salmon stomach contents and squid density estimation

The patchy nature of prey distribution requires the use of detailed
bioenergetics simulation modeling and Monte Carlo techniques to determine the
effect of each prey type on salmon growth. Details of the abundance and

importance individual prey types in the salmon diet are presented in Kaeriyama
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et al. (in press), while differences in growth resulting from prey variation are
discussed in Section 4.3.

For each gilinet station, | calculated the index of micronektonic squid
density derived in Chapter 3, using food habits data from pink, sockeye, and
coho salmon. Chum salmon do not feed on squid often enough to be used for

this index. The formula used was:

N vid species ¥ 14
Squidlndex = In Squid species ~Qppeies
total species ~ N squid ,species + yZ

BW = BWecutoff ..

species = { pink,:‘oho, sockeye}

This formula gives tﬁree comparable estimates of the squid index at each
station, provided all three species (pink, coho, and sockeye salmon) are
sampled at the station. Nyogar,species is the number of fish stomachs sampled in a
given species, where only fish with body weights above BWcutoff are used.
Nsquid,species is the number .of those fish with stomachs containing non-larval
squid. The correction ais used to calibrate the estimates with respect to each
other. The body weight cutoff and correction «a for each species are given in
Table 4.1.

The squid index'is an empirical logistic variable (Cox and Snell 1989). If
prey capture is considered to be a Poisson process, the squid index is
approximately proportional to In[density] in the range -3<Index<3, where
[density] is the numerical density of squid in the foraging area (Chapter 3).
Thus, this corrected squid index may be treated as a log-CPUE index, which
uses the salmon as the sampling gear, and the differing « for eachAof pink,
sockeye and coho constituting empirical “gear corrections” for species-specific
behavior. In this study, the three estimates of squid density were pooled into a
single estimate for each gillnet station.
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4.2.3.6 Determining relationships between variables

Each of the biological variables described above—zooplankton density,
sguid index values, CPUE and body weight of salmon (by species and age) and
the prey weight—was analyzed with respect to physical variables. The physical
variébles considered were year, latitude, ocean domain/boundaries, and the
principle components of the eight water column variables. The relationship
between biological and physical variables were examined by constructing
Generalized Liner Models (GLMs) for the potential biological/physical
relationships (McCullagh and Nelder 1989). '

The process used to select the best statistical models for each variable

- was a manual stepwise model selection procedure, where linear first-order

interactions of each of the physical variables were examined in turn, and
second- and higher-order interactions were examined where appropriate.

4.2.4 Results

CTD sampling occurred at 83 stations while NORPAC sampling included
131 zooplankton samples over these stations, 5 of which were discarded due to
the presence of gelatinous material. A total of 876 pink, 1,124 sockeye, 412
coho and 1,320 chum salmon was measured at 33 gillnet stations. From these,
a total of 2,471 stomach samples was taken. For sockeye and chum, ocean
ages .1-.3 made up over 99% of the samples. For calculating the squid index,
1,738 pink, coho and sockeye stomachs came from fish with body weights
above the species-specific cutoffs, with at least 22 and an average of 51 being
sampled for squid at each station.

4.2.4.1 Oceanographic variables along 145°W, 1994-98

In 1995, precipitation caused measurements of sea surface salinity to be
anomalously low at a few stations (<29 psu). These salinity values were
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. replaced with salinity values at 1m depth, which were all greater than 32 psu.

No other corrections were made in the oceanographic data prior to analysis.

In all years, a seasonal thermocline was visible between 20-50m depth
(Figure 4.4). At most stations, the seasonal thermocline was the point of
highest bubyancy frequency in the water column, although in 1995 and 1998
some strong surface stratification was visible in the top 5m (Figure 4.5). In éll
years, mixed-layer water temperatures were high in the south, decreased to a
minimum between 51-53°N, and increased again in the north. The mixed layer
was generally shallower and stronger in the north and weaker and deeper in the
south. Temperatures were warmest in 1997 and cooler in 1996 and 1998. In
1997, the mixed layer was shallow with strong stratification along the entire

transect.

Salinity at the sea surface south of 56°N was similar in all years,
although surface precipitation in 1995 made it highly variable (Figure 4.6a).
North of 56°N, the low saline surface water in 1994 and 1995 is evidence of the
Alaska Stream. At 100m depth, there is an interannual difference in salinity
values between 51°-53°N: in 1995 and 1998, this region is more saline than 33
psu, while in the other years it is less saline than 33 psu (Figure 4.6b). Water
fresher than 33 psu at 100m depth is one indicator of the Dilute Domain
(Chapter 2), so the Dilute Domain may be in evidence in 1994, 1996, and 1997
between 51-53°N.

The maximum gradient in the permanent pycnocline occurs between 80-
120m at most stations (Figure 4.5). The exceptions are between 51-53°N in
1897, when the pycnocline was deeper, and between 55-57°N in 1995, when
the pycnocline was not visible. This latter anomaly is due to the presence of a
strong downwelling (clockwise) eddy between 55-57°N, which is also shown by
the intrusion of 6°C water to depths of 200m. Dynamic topography maps
confirm the pres.ence of this eddy in 1995 (Onishi et al. 2000). Downwelling
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eddies also occurred between 52-54°N in 1998, and near 52°N in 1994.

Weaker downwelling eddies were reported in all years (Onishi et al. 2000).

4.2.4.2 Principle components analysis

SST was positively correlated with seasonal mixed-layer strength, and
negatively correlated with seasonal mixed-layer depth (Table 4.2). Seasonal
pycnocline depth and strength showed a significant negative correlation. This
result is expected, because surface warming is the primary factor affecting the
seasonal mixed-layer strength and depth (Tully 1965). Because the permanent
pycnocline represents a sharp halocline, there is a significant negative
correlation between permanent pycnocline depth and salinity at 100m More
dilute southern waters in 1994, 1996 and 1997 may be characteristic of the
dilute domain, but it is not possible to determine this with the available data.

The first two principle components (PCs) derived from this correlation
matrix account for 58% of the variation in the data set, while the first five PCs
account for 91% of the variation (Table 4.3). By convention, only variables
accounting for the first 90% of the variation are retained for further analysis
‘(Mathsoft 1995). An examination of PC5 revealed that it was the result of a
single anomalous data point in 1995 at 55.5°N, where the permanent
pycnocline was not evident. Therefore, PCs 5-8 were not analyzed further.

PC1is primaﬁly a measure of the properties of the seasonal thermocline.
it represents the combined surface water characteristics of sea surface
temperature, mixed-layer depth, and mixed-layer strength. Stations with
maximum values of PC1 show very warm surface-layer temperatures with SSTs
between 12-14°C, while >stations with minimum values have surface-layer
temperatures below 10°C. PC1 values show interannual variability, with 1997
having a warmer, shallower mixed layer, and 1996 and 1998 being cooler and
more well-mixed on the surface. PC1 values tend to increase from south to
north (Figure 4.7).
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The remaining three principle components reflect processes in the
permanent pycnocline tha:lt are associated with the oceanic domains. High
values of PC2 indicate dilute surface waters and a deeper, less stratified
permanent pycnocline, typical of the Alaskan Stream. PC3 and PC4, both
possess temperature at 100m as an important contributor.  The colder
temperatures at 100m are indicative of the doming of the Ridge Domain, and
high values of PC3 and PC4 occur within the Ridge Domain. Because PC2-
PC4 are indicators of oceanographic domain characteristics, they are redundant
with the domain definitions (Subarctic Current, Ridge Domain, Alaska Current)
determined by examination of the TS plots.

-

4.2.4.3 Oceanographic boundaries

In all years, the Ridgé Domain of ~4°C water was evident along the
transect, rising from below 300m to depths of 100-200m (Figure 4.8). In 1994,
the rise was between 50° and 51°N, and in 1995-97 the rise was between 51°
and 53°N. In 1998, a weak rise occurred at 51°N a‘nd a sharper rise occurred
between 53° and 54°N, with an intrusion of warmer water to 150m between the
two rises. The sharper northern rise was chosen for the Ridge Domain
boundary. In all years, north of 55°-56°N the Ridge Domain was not evident,
either due to eddy activity in the north or the presence of the Alaska Stream.
The latitudes of the Ridge/Subarctic Current and Gyre/Alaska Stream
boundaries are shown in Figures 4.8-9.

The SST minimum ranged between 50.5°N and 53.5°N. The minimum
was furthest to the south in 1997 and furthest to the north in 1996 (Figures 4.8-
9). The minima generally corresponded with locations of SST minima seen in
the Oshoro maru data, except in 1995 when turbulent conditions may have

affected shipboard measurements.

All three of the first-order models for PC1 (pooled by domain, pooled
north or south of the SST minimum, and fit linearly to latitude) were significantly
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better than the null model at explaining the latitudinal variation in PCi.
However, the SST minimum explained a greater proportion of the variance
(31% of the total variance) compared with 20% and 17% for latitude and
domain, respectively (Table 4.4). Using latitude as an additive term in the two-
pool SST minimum model did not increase the amount of variance explained.
The exploration of 2"- and 3™-order nonlinear functions of latitude did not result
in a significant decrease in the best model's residual variance_- This resuit
indicates that in any given year, variation in the common mode of sea surface
temperature and seasonal mixed-layer variétion is best explained by
distinguishing two zones, with a discontinuity located at the yearly SST
minimum. Water is warmer and more stratified north of this border, and cooler

and less stratified south of this border.

4.2.4.4 Zooplankton

Zooplankton densities, averaged at 100km resblution, are shown by year
and latitude in Figure 4.10. Stepwise linear model selection of the explanatory
variables showed that log-transformed zooplankton measurements were
significantly different between domains (1-way ANOVA, P<0.04). The average
zooplankton densities over all years were lowest in the Subarctic Current
(average: 180 g/1000m® and highest in the Ridge Domain (average: 253
g/1000m®). Values in the Alaska Current averaged 221 g/1 000m?>. |

The north to south change from high to low zooplankton density along
the transect was correlated with domain boundaries, and the change is steep
and evident in the zooplankton data, especially between 1996-1998. Patches of
high or low zooplankton densities co-occurred with anticyclonic eddies in 1994,
1985 and 1998 (eddies shown by arrows in Figure 4.10).

When the stations in the Alaska Stream were removed, the southern
boundary between areas of high and low zooplankton densities was more
strongly associated with the SST minimum than with the Ridge/Subarctic
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Boundary. A 1-way ANOVA between the two models showed a significant
difference in the amount of variance explained {(P<0.05), with the SST rﬁinimum
break explaining 21% of the zooplankton variance south of the Alaska Current,
while the Ridge/Subarctic Current partitioning explained orly 11% (Table 4.5).

Zooplankton showed a weak positive correlation with phytoplankton as
proxied by secchi depth (R=0.11). This is probably due to the effect of
mesoscale vertical concentrationt and dilution features, such as the 1998 eddy,
acting on both phytoplankton and zooplankton (Figure 4.11). Relationships
between zooplankton and either of PC1 or latitude were not significant.

4.2.4.5 Squid indices

In most years, salmon were not collected far enough to the north to
-examine squid or salmon in the Alaska Current. Therefore, all Alaska Current
stations were removed from the analysis of squid density and salmon biological
characteristics. Examination of squid specimens from stomachs indicated that
over 90% of the squid found in salmon stomachs were Berryteuthis anonychus,
with the remainder being Gonatus onyx or unidentified species.

Examined station-by-station, the squid index values calculated
separately for pink, sockeye, and coho salmon were highly correlated (R=0.75
to 0.85, P<0.001), conﬁrrﬁing that most of the variation in index values was due
to factors common to all three species varying between stations, such as the
environmental density of squid. Values of the pooled index ranged from —2.5
and 2.5 across all stations. This corresponds to a range of from 5% to 95% of
salmon with squid in stomachs. '

The pooled squid index showed significant first-order interactions with
latitude, PC1, and the SST minimum. In addition, several of the additive
interactions between the three variables were significant (Table 4.6). However,
it was not immediately possible to choose a “best” model from among the
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mulitiple interactions of the three variables on squid densities, as the three

’ éxplanatory variables were not independent.

To clarify the situation, squid index values were plotted versus both
~ latitude and PC1 (Figure 4.12). While PC1 and latitude are not truly orthogonal,
this graph shows the relationship of squid abundance to the three variables.
Squid index values were higher in the south, and at colder surface temperatures
with deeper seasonal mixed layers. More importantly, there is a sharp linear
boundary between high and low squid index values (dotted line in Figure 4.12).
In any given year, all positive squid index values were on the southern end of
the transect, and all negative values were on the northern end of the transect.

The latitude of the cutoff varied from year to year (Figures 4.13-14). The
latitude at which squid abundance drops and the SST minimum for each year
are significantly correlated (Table 4.7). The correlation between the
Ridge/Subarctic Boundary and the squid boundary is not significant. A clear
distinction between northern and southern values for the squid index may also
be observed by plotting estimates of the standard error of the index (Figure
4.15).

4.2.4.6 Interannual variation of salmon prey within each domain

Figure 4.16 shows the average value, by year, for each of PC1,
zooplankton, and squid, for the sampling area north and south of the SST
minimum. All variables showed significant differences between the two zones,
both overall and within a single year. Within each zone, not all variables
differed between zones. PC1 varied significantly in each zone across the five
years, with high values in 1994 and 1997 (1-way ANOVA, P<0.005).
Zooplankton showed a significant increase in the northern zone between 1994
and 1998 (1-way ANOVA, P<0.005), but did not vary significantly in the south.
Squid index values were not significantly different between any of the years.
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When the variables were examined on a station-by-station level within each
year and region, there were no significant correlations.

4.2.4.7 Salmon CPUE

Log-transformed CPUEs for salmon showed few significant differences
between ocean domains or across the SST minimum (T: able 48). The
exception was for ocean age .1 and .2 sockeye, which had higher CPUES in the
Ridge Domain than in the other two domains. All of the remaining species and
ocean age classes, except for ocean age .3 chum salmon, showed a significant
relationship between CPUE and latitude, with catches increasing from the south
to the north. CPUESs of ocean age .1 sockeye salmon also showed a significant
negative correlation with PC1. No other groups showed any response to this
variable (Table 4.8). Pink salmon, ocean age .2 and .3 chum salmon, and
ocean age .3 sockeye salmon showed significant differences in CPUE by year.

4.2.4.8 Salmon body weights

Of the 14 age and maturity classes caught in large enough numbers for
analysis, seven groups showed significant size differences between the north
and the south. All significant chum salmon differences showed larger body
weights north of the SST minimum, while coho, pink, and maturing .2-.3
sockeye salmon showed significantly larger body weights to the south (Table -
4.9).

Within the southern and the northern zones, several of the species/age-
class combinations showed significant interannual variation in body weight.
Specifically, the fish with the largest average body weights—coho, ocean-age .3
chum and maturing ocean-age .2 sockeye salmon—were largest in 1996 and
1998 and smallest in 1995 and 1997 (Figure 4.17a). Conversely, two of the
smallest size groups—ocean age .1 sockeye salmon in the south and the
north—were significantly larger in 1997 than in any other year (Figure 4.17c).
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Groups in the middle size range showed no clear year-to-year trend (Figure
4.17b). '

4.2.5 Discussion

The analysis of zooplankton and micronektonic squid along the transect
line supports the existence of a biological bouﬁdary affecting salmon feeding
ontogeny between 50-54°N, associated with the July sea surface temperature
minimum (Tables 4.5-6 and Figures 4.10-12). - This boundary was noted by
LeBrasseur (1966), who described the predominance of squid in salmon diets in
the Subarctic Current. Pearcy et al. (1988) similarly noted a biological boundary
along 155°W in 1984 and 1985, but again associated the boundary with the
border between the Subarctic Current and the Ridge Domain. However, our
analysis shows that the SST minimum is more strongly correlated with the

biological boundary than the Ridge/Subarctic border.

An examination of data in Pearcy et a!. (1998), in comparison with the
SST minimum for those two years, indicates that the SST minimum is a good fit
to the boundary for those years as well. Part of the issue may lie in the
definition of the Subarctic/Ridge boundary—it may be that the SST minimum
was simply a better indicator of this boundary along 145°W during the sampling

period.

South of this boundary, sea surface temperatures are cooler, and the
seasonal mixed-layer is deeper with weaker stratification than is found north of
the boundary. Zooplankton density is lower to the south and higher to the north,
while the density of the micronektonic squid Berryteuthis anonychus, as indexed
from salmon stomach sampling, is higher in the south than in the north. The
latitude of this boundary varies from year to year between 51°N in 1997 and
54°N in 1998, a distance of over 300 km.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



177

Within each of the two regions, the sea surface temperature/seasonal
mixed-layer principle component varies from year to year. In the north,
zooplankton density increased from 1994 to 1998 but it did not differ
significantly in the south. Within each region, squid density did not vary
significantly from year to year. Therefore, variation in the processes
determining the latitude of the SST minimum may be more important to salmon
prey distribution than the variation in the amount of food within each region.
Zooplankton showed additional mesoscale structure associated with eddies in -
1995 and 1998. -

The importance of the SST minimum boundary in determining salmon
growth is suggested by the bogiy weights of the largest salmon, which would be
expected to have the highest predation rates on squid. All of these species are
larger in 1996 and 1998, when the boundary was farther to the north, and
smaller in 1997 when the boundary was farther to the south (Figure 4.17). Itis
possible that sea surface temperature, which is warm in 1997 and cold in 1996
and 1998, is a contributing factor.

Ocean age-.1 sockeye salmon, however, are larger in 1997 than in the
colder yearé. If sea surface temperature alone was determining the growtﬁ
rates of salmon, these smaller age classes would follow the same body weight

i pattern as the larger fish. However, these smaller fish, feeding mainly on
‘ zooplankton, grow larger in years in which their overlap with squid is minimized.

This supports the idea that the difference in prey distribution on either side of

the boundary is a determining factor in growth. In addition, it suggests that-the

squid are’a competitor with the smaller sockeye for food, although theré is no

evidence of a negative correlation between squid and zooplankton on a station

by station basis within each region.

The salmon CPUEs increas'ing from south to north show that migration
patterns are probably more important for determining salmon distribution than
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prey in late July. Pink salmon catches have been shown to be related to run
sizes of central Alaskan pink salmon although it is not known if the other
species show a similar relationship (K. Myers, School of Aquatic and Fishery
Sciences, University of Washington, Seattle, unpublished data). The fact that
ocean-age .2 sockeye do not show a latitudinal trend may indicate that they are
primarily eastward-migrating British Columbian fish (S. McKinnell, Institute of
Ocean Sciences, Fisheries and Oceans Canada, Sidney, British Columbia,

pers. comm).

The mechanistic link between the SST minimum and the northern
boundary of squid distribution is not clear. The SST minimum may represent a
density or temperature gradient unsuitable for squid. Aydin et al. (1998)
suggest that the SST minimum may be a proxy for a frontal structure between
internal Alaskan Gyre waters and waters from the west, possibly indicating the
presence of Oyashio waters within the Ridge Domain. Surveys conducted in
‘the 1950s-1970s show that Oyashio waters are associated with a cold front
within the Ridge Domain which varies substantially in its eastern extent from
year to year (Favorite and Hebard 1961; USBCFBL 1969). This component of
westward transport, associated with the SST minimum, may be linked to squid

distribution.

Fronts may propagate across the North Pacific and vary substantially
from year to year (Yuan and Talley 1996). Pearcy et al. (1 998). found a similar
biolegical border further to the south that was important for larger species such
as Pacific porﬁfret (Brama japonica) and Neon Flying Squid (Ommastrephes
bartrami). The role of fronts in salmonid feeding has been cause for speculation
(e.g., Brandt 1993), and the behavior of these fronts under climate-change

scenarios may be critical to determining changes in salmon biogeography.

Because the squid are sampled from salmon themselves, it is possible
that the change is not representative of squid abundance but of the changing
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ability of salmon to capture squid on one side of the border, or that at wafmer
temperatures, catching squid ceases to be profitable causing salmon to switch
to zooplankton. However, the fact that the switch occurs in pink, sockeye, and
coho salmon simuitaneously, three species with differing energy budgets,
suggests that the change is due to the presence or absence of squid.

4.2 6 Conclusions

The determination of the SST minimum as a proxy for the border
between two distinct feeding modes of salmon has implications for both current
salmon growth and future salmonid populations. If the boundary extends
across the Alaskan Gyre, the interannual variation in the area of squid/salmon
overlap may be over 2 million square kilometers (See Section 4.4). This large
variation in a species range may have a profound impact on its predators, the

salmon.

Because SST records exist, it would be worthwhile to examine the
variation in this border back through time and relate it to large-scale salmonid
growth trends, to determine the importance 'of this mechanism in salmon growth
overall. Such retrospective studies, in combination with continuing modeling on
salmon growth, would improve our ability to understand the consequences of

global climate change.
4.3 Bioenergetics models

4.3.1 Introduction

Projections relating long-term changes in sea water temperature to
salmon growth rates must take into account the nonlinear relationship between
temperature, prey consumption, and salmon growth (Murphy 1995; Hinch et al
1995). The study of the metabolism of an animal's feeding with respect to their
environment is known as bioenergetics. Bioenergetics models combine

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



180

Iaboratory-measuréd physiological parameters with field-measured
environmental data to determine an instantaneous daily rate of somatic growth
for a given fish, fed a given ration in a given environment. Parameter sets for
many fish have been published (c.f. Hewett and Johnson 1992).

Bioenergetics models calculate a daily energy balance which assumes
that all energy entering and leaving a fish must be accounted for. The general
model formula is: '

C=G+R+F+U A
Where C is a fish’s daily consumption (in food calories), G is the
expected growth, and R (respiration) and F+U (egestion and excretion) are heat
and material losses respectively, arising from the process of metabolism. The
benefit of bioenergetics modeling is that R and F+U can been parameterized
from laboratory experiments as functions of C, G, water temperature, and fish
body size. The formulae, parameters and references for the models used for
pink, sockeye, coho, and chum salmon are given in Appendix B.
Given the following four input variables for a salmon:
e Ambient water temperature
e Daily ration (C in the equation above)
e Prey quality (caloric density and the proportion that is indigestible)
o Body weight of the salmon '

the model will predict the amount of somatic growth (G) experienced by the fish,
and estimate the conversion efficiency of growth (material assimilated/material
consumed). This version of the model is parameterized for a daily time
increment. | designed the bioenergetics experiments in this section to: (1)
determine the direct effects of each of the four sampled variables on growth
rate, using the natural range of variation measured during the study described
in Section 4.2, and (2) predict the effect of a systematic change (up or down) of
each of the variables on the growth rates of salmon in the sampling region.
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4.3.2 Methods

The input variables for the bioenergetics model are water temperature,
salmon body weight, daily food ration (% predator body weight per day), and
prey quality (prey caloric value). | calculated these quantities for sockeye,
chum, pink and coho salmon from the study conducted in July along 145°W,
between 1994-98, as described in Section 4.2. | used these quantities to predict
the body weight-specific growth rates and conversion efficiencies of each
salmon species, using the model parameters in Appendix B.

In performing the analysis, | pooled data into north and south groups,
using the SST minimum shown in Figuré 4.14 as the dividing line between the
two groups. Unfortunately, sample sizes were not large enough to analyze
body-weight specific variation between years within each region. .Therefore,
this analysis focuses on the difference in feeding conditions between the two
regions. This is paniélly supported by Figure 4.16, which showed a greater
‘difference in zooplankton and squid densities between regions than between

years within each region.

4.3.2.1 Temperature and body weight measurements

Water temperatures were taken from CTD data at each 'z degree of
latitude—10m increments were used from the sea surface to 40m depth. Body
weight measurements came from the research-mesh gillnet as described in

~ Section 4.2. For the re-sampling process described below, water temperatures
were assumed to be normally distributed, while body weights were assumed to
have a lognormal distribution. For determining diets and growth rates, salmon
were subdivided by species and by 500g body weight categories.

4.3.2.2 Estimating daily consumption rates

The daily ration of a salmon as a percentage of its body weight -was
calculated from the weight of prey in its stomach, corrected for temperature-
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specific digestion rate. For this correction, | used the sea surface temperature
at the location of fish capture. This may result in an overestimate of prey
consumption if the fish was actually digesting its food at a lower temperature,
although the nighttime surface sampling ensured that the salmon captured had

spent some time in surface waters.

As food eaten is being constantly digested, calculating the daily food
consumption of a fish from “instantaneous”™ measurements of stomach contents
weights requires making assumptions about both the feeding patterns and
digestion rates of the fish. | used two methods of estimating daily ration, one
using the assumption of a 12-hour feeding period, and one using a 24-hour
(continuous) feeding period.

The 12-hour method assumes that salmon feed primarily during the
night, and that salmon measured in the morning had empty stomachs prior to
starting feeding .on the previous evening. Under this assumption, food weight
represents feeding during a single evening only. For simplicity, the evening
period was taken as being 12 hours prior to the point of capture. This
assumption roughly fits' the “dusk and dawn” feeding pattern which has been

noted in some salmonid species.

Under the assumption of a 12-hour daily feeding pattern, and assuming
that the digestion rate is proportional to stomach contents weight, the total daily
consumption can be determined by: '

Consumption / day = (—1—12e,—2,,) -§

Where D is the digestion rate in units of (hour), and S is the measured
stomach weight, in units of grams or percent of salmon body weight.

The 24-hour feeding pattern assumes that salmon feed at a constant rate
24 hours a day, and that the average measured stomach contents represent an
“equilibrium” fullness level. In this case, the appropriate correction factor is:
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- Consumpﬁon /day =24-D-S

Digestion rate D is temperature dependent, and in this study is calculated
for each fish by: ’

D=a-e®7

T is the ambient water temperature, which in this study approximated by
sea surface temperature at the capture location. If digestion occurs in deeper,
cooler waters, the sea surface temperature estimate for D may be 20-40% too
high. However, the fish were caught near the surface and hauled in the
morning, and during nighttime hours salmon are more surface-oriented (Walker
et al. in press). The constants used for all pink, sockeye, and coho were a =
0.053, b =0.114, while the a value used for chum was 0.106, or double that for
the other species. For a review of estimates of digestion rate as a function of
sea surface temperature, see Davis et al. (1998a) and references therein.

It is important to include the digestion rate correction in calculating
feeding rates of fish. Weilch et al. (1998) use the instantaneous prey weight S
directly in bioenergetics models, without correcting for digestion. This resuits in
an estimate of daily consumption which is approximately ¥ of the 12-hour
estimate. Underestimating the daily consumption may overemphasize the
direct effect of temperature on salmon growth rates, as at lower consumption
rates, salmon growth is more sensitive to rising water temperatures within the
range seen in the Gulf of Alaska surface waters in the summer.

4.3.2.3 Prey quality

Prey quality in bioenergetics models has two parts: caloric content
(calories per gram wet weight) and percent indigestible. Based on Davis et al.
(1998Db), the %indigestible of all prey was set to 10%. The percent by volume of
each of five prey guilds shown in Table 4.10 was used to determined the overall
prey caloric content for each fish with food in its stomach.
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Caloric values for each type of food came from previous laboratory
studies, such as those listed in Table 3.1. Values were averaged for different
prey types within a single group, and rounded to the nearest 100cal/g wet
weight'to give the prey caloric densities. Because a large probortion of the
contents of chum salmon stomachs were unidentifiable, it was necessary to
include unidentifiable material in chum salmon prey weight measurements, or
measured prey weights would have been too low to sustain growth.
Unidentified material in chum stomachs was given a caloric density haifway
between gelatinous zooplankton and small hard-shelled zooplankton.

While iaboratory experiments of hard-shelled zooplankton resulted in a
smali range of caloric densities between 600-800callg wet weight, squid
showed a larger range of values between 1000-1500Ccal/g wet weight, possibly
as a function of squid size. Because squid caloric densities are central to the
results, the bioenergetics models were run twice, one with squid caloric density
set at 1000 cal/g wet weight, one with squid caloric density set at 1500 cal/g wet
weight.

4.3.2.4 Average diet composition and trophic level

The total digestion-corrected wet weight (g) of each prey type was
summed over all fish within a single species, body weight category, and region,
and this total was divided by the total wet weight of all prey items to determine
the percent-by-weight of each type of prey in the salmon diets. Trophic level
was determined by weighting the trophic level of each type of prey, given in
Table 4.i0, by its percentage in the diet. The trophic levels shown in Table 4.10
are approximate, and based on a small zooplankton's diet consisting of 50%
phytoplankton (trophic level 1) and 50% microzooplankton (trophic level 2).

The overall diet proportions for salmon of a given species and body
weight category over all regions was calculated by weighting the total wet
weights for each region by the catch of salmon in the research gillnet in each _
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region. As 13 gillnet stations were conducted in both the north and south
regions, no corrections were made for sampling effort. Therefore, the formula
for the diet over the pooled regions was:

WWsouth - Nsouth + WWhnorth - Nnorth
Nsouth + Nnorth

WWhpooled =

where WWpooled is the wet weight of a given prey item pooled ovér
north and south areas, WW(north, south) is the average wet weight of that
prey in stomachs sampled in a given region, for a given species and body
weight category. N(north, south) is the number of fish of the given species and
body weight caught in research-mesh gillnet in north or south regions. Once a
pooled wet weight was calculated for all prey types, these were used to
calculate the pooled diet proportions and trophic levels.

4.3.2.5 Monte Carlo simulations to estimate daily growth rate

The patchy nature of prey distribution in the ocean assures that, given a .
salmon sampled in the wild, some may have filled their gut, while some may not
have foraged for many hours before the time of capture. Prey weights for
individual fish generally have a Poisson or negative binomial distribution.
Calculating “instantaneous” growth rates using prey weights drawn from such
distribution would give poor results, as it would indicate that most of the fish
were growing with a negative growth rate (no food in the stomachs), while a

- small number of fish would be growing at a physiologically impossible rate, with
estimates of daily consumption more than 3-5 times the physiological maximum.

However, the range of natural variation is an important component of this
analysis. Rather than calculate the average growth in a given time, |
emphasize the range of natural variation in growth experienced during the
study. | do this by creating replicate “samples” of fish using the Monte Carlo
techniques. In averaging daily ration and prey caloric values, | decided to use a
sample size of 30 fish as a unit of measure. While this number is somewhat
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arbitrary, it normalizes the data without removing a substantial amount of the
variation. Moreover, a sample of 30 fish may be considered to represent a
single fish over the period of a single month—thus, the variation in daily ration
reported below represents an approximation the variation experienced by a

single fish during a single month of summer (June or July).

In reality, “daily” feeding rates in an individual fish are averages of many
days of foraging in patchy environments, as a fish may capture more than it
may digest in a single day, or may be caught in nets before it begins another
foraging period. Therefore, the mean and standard deviation of prey weights as
a percentage of body weight for each species and age class were computed by
taking the average prey weights in the stomachs of 30 fish selected from the
sampled fish at random with replacement.

The “30-fish” resampling was repeated to create a normally-distributed<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>